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Abstract

Optimisation with simulation is a happy marriagé tawo Operations Research
methods. In the last decade, the research in ilid has accelerated and many researchers
have been interested in Simulation Optimization)($@w techniques have been developed
as a result of this interest. Almost all commercg&ulation software contains an
optimization module. Generally, these modules éxpheta-heuristic methods; however,
they do not allow the analyst to choose the metAtd performance of meta-heuristic
methods may depend on the problem type and ther#fferchoice of method is crucial. In
this paper, we aim to fill this gap and presented apen-source java-based simulation-
optimization code library. The library includes #& heuristic methods; genetic algorithm,
tabu search, simulated annealing, as well as tleneemeration based methods; partial and
complete enumeration, and a new neighbourhood-bhsadstic method. At the simulation
side, Simkit, an event-based and open-source siimlBbrary, is used. At the application
side, we defined a fictional optimisation problendaused it to compare performances of
the algorithms. Our results demonstrated the pddériienefits of having multi meta-
heuristics available in SO.

BENZETIMLE EN1YILEME IiCIN COKLU META-SEZG iSELLER
Ozetce

Benzetim ile eniyileme iki yéneylem gramasi yonteminin mutlu bir evididir.

Son on yilda bu alandaki agarmalar ivme kazanmive bircok aratirmaci Benzetimle
Eniyileme (BE) alanina ilgi g&stergtir. Bu ilginin sonucu olarak yeni yontemler de
gelistirilmi stir. Hemen hemen butin ticari benzetim yazilimlbim ¢esit BE moduli
icermektedir. Genel olarak bu moduller meta-sezgygmtemleri kullanmaktadir ancak
analizcinin yontem secimine izin vermemektedir.aMetzgisel yontemlerin problem tipine
bagll olarak performanslari dé&sebilir ve bu nedenle de yontem secimi 6nemlidir. Bu
makalede bu agi doldurmayi hedefliyoruz ve acik kaynak kodlu Jekanl bir BE kod
kutiphanesi sunuyoruz. Kitiphane ¢ meta sezdiebetik algoritma, yasakli arama,
simulated annealing, ve (¢ sirali aramali algoritnparcall ve tam sirali aramali, ve yeni
bir komyuluk tabanl sezgisel yontemi icermektedir. Benzdtirafinda ise acik kaynak
kodlu ve olay tabanli bir kiitiphane olan Simkiti&aillmistir. Uygulama olarak hayali bir
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eniyileme problemi tanimlanmve algoritmalar kagilastirilmistir. Calismanin sonuclari
BE’de ¢oklu meta sezgisellere sahip olmanin poyah$aydalarini gosterngiir.

Keywords: Simulation Optimization, heuristics, genetic algion, tabu search.
Anahtar Kelimeler: Benzetim, Eniyileme, Sezgisel yontemler, yasalkdimar genetic
algoritma.

1. INTRODUCTION

In most of today’s simulation software in the maykeptimization
modules are included in one way or another. Sonckudes third party
optimization bundles, and some includes embeddgatitims to optimize
the parameter values of a simulation model. Pdaiityy when a solution to
a problem is analytically not tractable, simulaticam be used as a tool to
model the problem in hand. In Simulation Optimiaati(SO), there is a
simulation model which is repeatedly run to exploosv the outputs change
by different input values. As in traditional optiation problems, there is an
objective function and constraints, and the aintoidind the best input
values which maximizes (or minimizes) the objectiuaction value by
satisfying the constraints.

There are six commonly used methods in SO (Fu €045)). The
first one is “ranking and selection” method. Insthinethod, a list of
available solutions and their Objective Functioniléa(OFV)s are created
and the best is chosen (the minimum or the maximurhjs method is
useful when there is a fix set of alternative dJohs. It is important to note
that “an available solution” means a set of inpalues of the simulation
model, and an OFV means an output value of thelatron model.

Second method is the Response Surface MethodoR§MYJ. Its
origins are in statistical design of experimentd amentually its task is to
seek for the relationship between the inputs (fa¢tand outputs (response)
of the model. After examining the relationship, ataamodel is built and
then deterministic optimization methods are appledind an optimum
solution. The third method is gradient based prapedvhich eventually
mimics the methodology in RSM. This method lookstfee movements in
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gradient directions where the changes are significa the output. It

requires differential equations calculations sirtbe gradients are the
changes in the slope in response curves. Howeigentethod is known to
be better performed when the inputs are continwaumbles. The fourth
method is random search and works as in the gras@arch. Although the
search is random, the method proceeds systemwtaradl iteratively where
a neighborhood structure is involved. This methad be applied in model
with both discrete and continuous input variabl€se neighborhood is
significant since a candidate solution may notdzesible. The fifth method
in SO is Sample Path Optimization. The method setaon deterministic
optimization methods (e.g. linear programming) ostineates of n

simulation replications. And finally, the sixth rhet is the use of Meta-
heuristics. Meta-heuristics are search strategiesolution space in order
not to trap to local optimums. It is perhaps thestopular SO method in
today’s SO community.

In this paper, we explore feasibility of use of tple meta-
heuristics in SO. The motivation of our researchmes from the literature
review presented in the following section. Our esvirevealed that most
simulation software in the market use meta-hegrstarch methods for SO,
however, in these software, interestingly, only angwo meta-heuristics
are embedded and the user is not free to chooseetilreh method. The
choice of method is left to the software. These tesues observed in
simulation software are the driving forces of owrkv What benefits can be
gained by having multiple heuristics availablette tiser and the freedom of
selecting one of these methods is explored.

This work is intended as a proof of concept in $e concept is to
let users to choose a method from multiple metaibtses available. To
demonstrate the concept in reality, a softwareaijpr(HePSi (Heuristics
Package for Simulations)) which is developed by dh#hors is presented.
We used the library in an imaginary test problemt tve inspired from a
well-known optimization problem, Travelling Salesm#@roblem (TSP)
applied in maritime transportation.
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2. BACKGROUND LITERATURE

The literature in this area does not date baclo@Dg, since the two
merging topics grown on their own for many yearatel in 80s, simulation
and optimization have been seen together. A goadirgj point is the
literature reviews such as Law and McComas (208@%uncuoglu and
Tekin (2004), and Fu et al (2005). Additionallyeta has been progress in
SO methodology, for example, Hong and Nelson (2@0®,7) introduce a
new methodology for optimization via simulation.elihmethod is based on
stochastic search formed by integer decision viesabnd guarantees to
converge locally to an optimum. In the applicatgide, SO is applied in
many domains such as inventory systems (Alferaei Brabat, 2009),
project management (April et al 2004), and supplgics (Zhao and Sen,
2006). Willis and Jones (2008) use heuristics faithobjective SO. Their
framework combines a simulation model with a nohaastive heuristic
search algorithm with an embedded multi-objectipgization technique.

Heuristic search methods are popular due to tlohiastages over
the other SO methods. Firstly, the simple black-tapproach fits in
heuristic methods; that is meta-heuristics optimigenerates a candidate
solution and this candidate solution is suppliedatsimulation model to
obtain an OFV. The simulation model produces arpuutbased on the
inputs generated by the meta-heuristics optimizet the optimizer then
generates a new input set and so on. This cycle goentil a good solution
is obtained. The generated solution must be alfasolution. Secondly,
the iterative nature of this approach is relativaiyple to implement since
the model and the optimizer work independently. ©@acmodel is built,
iteratively experimentation is conducted with itetd-heuristics methods
such as Simulated Annealing (Willis and Jones 2@0t&raei and Diabat
2009), Tabu Search (Dengiz and Alabas 2000), GeAdgiorithm (Homai-
far et al 1994) and Neural Networks are among tpufar methods.

There are views on the practice of SO, for exanfple (2002)

indicates that the research on SO is disconnectedcademia and in
practice since there are, he argues, differencéweba both parties’
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expectations. The academia searches the ways terlbmnvergence” to
optimum, and the industry looks for the ways ofcticalities of these
methods. He also argues that commercial simulatiimization software
has been successful because, firstly, there iseh&ok them and they are
sold with simulation modeling software. Secondlyede products handle
complex problems and produce “good” results inmaety manner. This
actually echoes Law (2007)’s views where a lispptimization modules in
commercial simulation software is supplied (p. 668ble 12.19). The list
includes most commonly used simulation products #red optimization
software supplied with them, e.g. AutoStat, OptQue®©PTIMIZ,
SimRunner, and WITNESS Optimizer, and the algorghand search
strategies embedded in these software, e.g. eonludirategies, scatter
search, tabu search, neural networks, genetic itdgw, simulated
annealing etc. This survey reveals that in commakmsoftware, heuristic
search methods are most popular. Another poimtvieals is that one or two
(or exceptionally in OptQuest; Tabu Search, Neiatworks, and Scatter
Search are combined into a single search heurigtieth-ods are
implemented in these software. Additionally, thdtware automatically
chooses the method and the users are not allowsaldct a method

3. CONCEPTUAL REPRESENTATION OF HEPSI

HePSi (Heuristics Package for Simulations) is aarteuristics code
library written in Java for SO. The package cossddt Genetic, Simulated
Annealing and Tabu Search meta-heuristics, paraadd complete
enumeration algorithms, and a new and improved isteur of
neighborhood-based partial enumeration algorithigufie 1).

Since the scope of HePSi is not to create full gersoftware, there
are limitations:

* HePSi is designed for discrete-event simulationsgPpbuilt
in Simkit (Buss, 2010), a Java based DES softwhararly.

* It works independent from the simulation model. Adual
only interacts with the package through input Vaaa.
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» Discrete decision variables are allowed; that soltion in
the optimization problem can only have integer gaJuand
bounds of these variables can only be integers fl@egcities
visited in a TSP route, the number of machinesjobashop,
the number of nurses in a staff roster).

Although these limitations exist, HePSi is intendedoe a generic
package. It can fit in any optimization problemttban be solved using the
meta-heuristic algorithms mentioned above with mimodifications in the
package. It is specifically designed to run indejsstly with a simulation
model. An executable class links the two, HePSithiedsimulation model,
and act as a communicator between them. Paranoétdre meta-heuristics
algorithms and the inputs of simulation model artereed in the execution
class. In the following sections, specifics of tinodules in HePSi are
presented.

Partial Enumeration (PE)

This is the simplest and primitive part of HePShisT class is
especially needed when the solution space is egtyelarge and scanning
the whole solution space requires too much timeteNbat reducing the
number of variables also reduce the size of thetisol space (Law, 2007)
which significantly improves the performance. Theargh is conducted
randomly in PE. It starts from a random solutiod &mavels randomly in the
solution space while checking the feasibility ofe tlsolution. It never
guarantees any optimal solution, but gives an attha of the space. It
helps the user to evaluate how decision variabfésctathe objective
function value. There is one parameter of this rélgm; the proportion of
the search space, e.g 10% of all possible andbleasolutions, that is to be
evaluated. Obviously, this module does not guaeaate optimum, but is
useful if the search space is large. PE can be usddctorial design
experimentation.
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Figure 1. Conceptual Representation of HePSi.

Neighborhood-Based Partial Enumeration (NBPE)

This method is similar to PE. The search is damelomly but more
systematically. First a number of points in therceapace is entered and
the algorithm proceeds with local searches in tipesats.

Complete Enumeration (CE)

The efficiency of this module depends on the size¢he solution
space, since in this module the whole solution spe&c scanned. CE
guarantees the optimum solution. However, searctiiegwhole solution
space requires too much run time, and is in fapossible when the size of
the problem is large. Even the problem size isaealsle, this module can
be beaten by the other algorithms. However singaarantees the optimum
solution, it can be used for benchmarking (e.g.usated annealing finds a
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near optimum solution in x seconds, and CE finésgptimum in x + or - y
seconds).

Genetic Algorithm (GA)

GA is very popular as an optimization techniquee dio its
generality. Its concepts are influenced from evolutheory. It searches the
solution space iteratively and best solutions arelved and others are
discarded.

In HePSi's GA module, GA parameters are chosenthey user
before the simulation model runs. These parametsgspopulation size,
crossover and mutation rates, the policy to sdleetcrossover point, and
the policy to select the mutation point. The GA @piens may need some
adaptations to the problem domain. HePSi’'s GA medsl designed to
allow these adaptations. Consider a TSP where plevetour is a solution.
This means that a city is not to be revisited. W<crossover terms, two
solutions may have the same sequence of citieshichwthe crossover
operation may result in solutions with revisitedies. The mutation
operation has also similar attributes, e.g. atatynutate violates the rule of
unvisited city. In the GA module, this kind of pteln specific constraints
can be coded.

Simulated Annealing (SA)

This heuristic algorithm is based on physicahaistiof annealing of
metals. The algorithm in-spires the atomic struetirsolid objects such as
metals. Metals get their forms perfectly while themg cooling or loosing
temperature. This process continues until the noetatallizes completely.
This algorithm also works iteratively. There areotwotions in SA; the
neighborhood of solutions, and the temperature.agfrithm depends on
one of the random neighbors of current solutioannteration.

As in the GA module, the parameters of SA algarittfthe
probability of accepting a “bad” solution) is ergdrbefore the simulation
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run. There are problem domain specifics in SA, sagkhe definition of the
neighborhood. These specifics can be amended indthe to fit SA to the
problem.

Tabu Search (TS)

This method explores solution space beyond lopahwality. Local
search is based on exploring neighborhood of amgngcandidate solution.
The best solution in a neighborhood is chosen événauses deterioration,
worse than the current candidate solution. Thiatetyy enables to avoid
trapping in local optima. The algorithm memorizéd candidate solutions
and does not al-low progress in old candidate mwiast direction for a
while. That means algorithm imposes a tabu. Wheneghbor of a
candidate solution is chosen as a current solutl@change is considered
as tabu. While a defined iteration size, this cleamgy not considered as
swap, except this change enables being the badicsokever. Tabu list is
composed of recently chosen candidate solutiongrahibits choosing
better solutions as current solution to avoid lagzima.

TS algorithm is implemented in HePSi where itsapagters are
entered in the execution module. As in the othgorthms, the user can
adopt domain specific features in the source code.

4. A TEST CASE FOR HEPSI
Problem definition

We used a well-known optimization problem to tespBi. There is
an imaginary company which desires to define thgt beute for its one
container ship to maximize its profit. This tesplplem is a combination of
“Travelling Salesman Problem (TSP)” and the knakspmoblem. We
assume that there are several ports that are wislbed once in a tour. An
example tour map can be seen in Figure 2.
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The company declares direct transportation chaaesne unit
cargo. The direct transportation charge matrixiaggahally symmetric and
Is a user input. These tables show the chargeaoportation of one unit
cargo directly from one port to another. Howevetha ship’s route a port
can be visited after visiting some other ports dretefore the charge may
vary depending on the ports visited previously. Tagonale is that when
the ship takes a cargo directly to any port, deyiveccurs in shorter time
however when the ship takes a cargo indirectly,cirgo owner must wait
longer for its cargo. Therefore cargo fees depemdhe distance and the
number of ports visited. Ship owner company triesto lose any customer
and therefore decreases transportation fees fotateedelivery when the
ship goes indirectly to any port. We call this ‘emted charge” of
transportation

Fig. 2. A sample tour map.

The demand for transportation is stochastic whichkes this
problem appealing for a DES model. The number ataiaers that is to be
transferred to a port is determined from a statipmlstribution. The ship
cannot know the quantity of next port’s cargo irvaate. For example,
when the ship is in port 4 and the route is [0,5,46,7,9,8,2,0], the ship is
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incapable of knowing the cargos from port 6 to angwe or from port 7 to
anywhere etc. We assume that the demand (numbeprdainers) that
needs to be transferred to another port is nornadlyibuted.

Three basic scenarios are determined. In thedashario, there are
9 ports, in the second scenario the port numbiecreased to 12, and in the
last scenario, port size is extended to 15. IngrsEenarios, initial port is
always port 0. Additionally, each scenario is atategorized into two main
sub scenarios by altering the carriage capacith@thip. The distances are
given in a matrix and measured in nautical milebe Tetails of each
scenario and assumption of the problems are gietwb

The model

The model is implemented in Simkit (Buss, 2010)nigi is a Java
based DES library which implements event-based thongeBefore writing
code in Simkit, the modeller builds an Event GrépB) of the system to be
modelled. Event graphing is a very efficient metti@drepresenting events
and their interactions in a system. An EG has tlements; nodes (events)
and edges (event transitions).

The EG of the system described in the previoussea simple and
includes two events; an arrival event and a depauent. When the ship
arrives to a port, it gets the cargo and relatatissics are updated. An
arrival event also schedules a departure evenhdotravel time between
ports. The two events are executed iterativelyl afitports are visited. Note
that the route is determined before the simulationby the optimizer.

Problem Specifics in HePSi

As discussed earlier, HePSi is intended for genese but some
customizations are necessary. For example in tbielggn defined above, a
feasible solution is represented by an array agets which indicates port
numbers. In this array, though, every integer naxgst only once since
every port is to be visited once.
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Adaptations in heuristic algorithms are also reggliin GA module,
every time a crossover and mutation operation éceted, the new solution
(mutated or crossovered) must be checked for @silidity. For example,
mutation by one port is not possible for feasipiliand therefore
displacement mutation is appropriate (Michalewit292)). In SA module,
definition of neighbourhood is important since tlakgorithm progresses
towards neighbours. A neighbour of a port in owhpem is chosen as the
highest direct charge per distance port. If th& fieighbour is already in the
solution set (the route) then second neighbourakided and so on.

Experimentation

We defined three main scenarios, each having twessanarios, as
presented in Table 1. In main scenarios, we altdrechumber of ports that
the container ship visits. Sub-scenarios include ¢hpacity of the ship.
Container quantities are measured in TEU (Twenbg-tequivalent Unit)
which is a standard measure in maritime transportaPartial Enumeration
(PE), Neighborhood-Based Heuristic (NBPE), Gendtigorithm (GA),
Tabu Search (TS) and Simulated Annealing (SA) naghof HePSi are
applied to all scenarios. We conducted our experimmen a computer with
2 Gb RAM and 2.2 GHz Intel Core 2 Duo Processor.

Table 1. Configuration of scenarios

Number of Cargo ship

Scenario | ports capacity

No (incl.Port 0) (TEU)

(Main-

Sub)
1-1 9 400
1-2 9 4000
2-1 12 400
2-2 12 4000
3-1 15 400
3-2 15 4000
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Scenario 1

There 9 ports in this scenario and therefore tlstadce matrix and
direct charge matrix are 9 by 9. The demand, nurebeontainers which
require transportation at ports, are distributedadly. The mean values of
number of cargos are user inputs and given as axma&toefficient of
variation (cv) is 20 percent of mean value for epolt. For instance, the
mean value of the cargo from portl to port4 isBus, cv is 20% of mean
value of 60 TEU which is 12 TEU.

We evaluated that 60 replications are enough fomasing outputs
of scenario-1. In this scenario, approximately 56P40,320 solutions are
explored.

Scenario 2

This scenario includes 12 ports which increased rithenber of
feasible solutions to 39,916,800. As expectedcthise of dimensionality in
optimization problems affected the run time and dnea to scan. In this
scenario, approximately 0.2% of whole solution gpecexplored and 70
replications are needed.

Scenario 3

This scenario includes 15 ports which caused thenben of
solutions to increase to 87,178,291,200. Only 108D of whole solution
space is explored to find the optima. We evaludted 85 replications are
enough for this scenario.

Results of the experiments are shown in Table 2e Nt this table
gives the best result of each experiment. For el@affiogp Scenario 1-1, the
best solution, that is the maximum Objective FuorctvValue (OFV) of
$151,910, is found when Tabu Search (TS) algorith@pplied. However,
this table also shows that it took 5.8 minutesdioieve this solution and by
scanning 22% of the solution space. Since feasibletions are generated

25



Serdar BOZ@LAN, Murat M. GUNAL

based on a mechanism in that algorithm, it doesguairantee that the
solution is not generated before. A history is Keptheck that solutions are
not fed to simulation model more than once.

5. DISCUSSION AND CONCLUSIONS

Simulation optimization (SO) is an active reseamsiea both in
academia and in simulation software industry. Alma# commercial
simulation software has SO modules, and almosbfahem use meta-
heuristic techniques for searching the optima. Hmwme very few use
multiple heuristics and none, to the best of owvikdedge, of these software
tools allow users to choose a method. Our work a@tn=ontributing to the
discussion in this area and to evaluate the patenitihaving multiple meta-
heuristics. To achieve this objective, we developedmputer code library,
Heuristic Package for Simulations (HePSi), whiclpliements well-known
meta-heuristic algorithms. HePSi is implementedara and can be used
attached to Simkit, a discrete event simulation $Pkbrary. The heuristics
and meta-heuristic methods included in HePSi arestge algorithm, tabu
search, simulated annealing, neighborhood-basedialpagnumeration
heuristic, partial and complete enumeration.

To test our approach, we created an imaginary marit
transportation problem where a shipping companytsvém determine his
best profitable ship route. The demand for trantspion in this problem is
stochastic. First, a simulation model of this inmagy system is built using
Simkit and an optimum route is sought using HeRSithe objective of the
code library is to allow comparison, each heuristiethod is applied to the
problem. This extensive experimentation yieldealflds, a brief of them is
given in Table 2. A table of this kind can help lggato compare outputs of
different optimization methods and therefore givgreat flexibility which is
not presented by other commercial SO softwareemtharket.

The use of HePSi is independent from the modeloftvare. The
modeler builds a model and later HePSi is usedtionize the problem. At
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the model side, to demonstrate this approach, $iskised. Our preference
is due to its power in constructing event-basexilfle simulation models.

In addition to meta-heuristics implemented in HeR& propose a
new heuristic, Neighbor-hood-Based Partial Enun@ma{NBPE). The
analyst has some control on the randomness ofdaeets on the solution
space by NBPE. This limited control distinguishee talgorithm partial
enumeration. To speed up the search for optimum,pve@ose history
structure for Genetic Algorithm, Tabu Search anchi#ated Annealing.
This structure lessens the run time considerabbg@ally when the same
solutions are generated. When a non-existing swiuis produced, it is
pushed into the history with the objective functigalue. If the same
solution is reproduced, the simulation model is nan; the objective
function value is taken from the history. Thereftiie computation cost of
the algorithms decreases considerably.

Experimentation for the test problem showed thaampeter values
of the algorithms are determinant factors of thkitsans. For example by
increasing the mutation rate in GA, or by incregsihe temperature
coefficient value in SA, we can get better resiitshorter time. Seeing this
kind of interactions in the experiments is a cleamefit of HePSi.

The parameter values in meta-heuristics affecteffieiency of the
algorithms significantly. In this study, parametening is done manually.
That is after trying different values the best kmoparameter values are
chosen. Therefore choosing the right values foatgerithms is a limitation
of the study.

More applications are needed to justify the geitgraif the code
library. In this context, more problems are inteshde be solved using
HePSi. This will increase the robustness as well tles generality.
Additionally, the future study may include a dibtried version of HePSi
where a problem can be divided into sub-problemgh®methods in HePSi
can be distributed to different processors. Thiults in obtaining and
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comparing the results of the different algorithnms shorter time and
therefore more time can be dedicated to experirtienta
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