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Abstract

In this article, we discuss the existence and uniqueness of solutions to some nonlinear fractional di�erential
equations involving the ψ�Caputo fractional derivative with multi-point boundary conditions. Our results
rely on the technique of topological degree theory for condensing maps and the Banach contraction principle.
Also, two illustrative examples are presented to illustrate our main results.
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1. Introduction

Fractional calculus and fractional di�erential equations describe various phenomena in diverse areas of
natural science such as physics, aerodynamics, biology, control theory, chemistry, and so on, see ([20, 26, 28,
35]). Recently Almeida [11], introduced the so-called ψ�Caputo fractional derivative that generalizes a wide
class of other formulations of fractional derivatives such as Caputo, Caputo�Hadamard. For some results and
recent development on initial and boundary value problems involving ψ�Caputo fractional derivative, we refer
the reader to a series of papers [7, 12, 13, 14, 15, 29] and the references given therein. Moreover, di�erent kinds
of �xed point theorems are widely used as fundamental tools in order to prove the existence and uniqueness of
solutions for various classes of fractional di�erential equations, for details, see [1, 4, 2, 3, 5, 6, 9, 17, 18, 23, 25].
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Isaia [21] proved a new �xed theorem that was obtained via coincidence degree theory for condensing
operators. After that, the �xed theorem due to Isaia was used by several researchers with the end goal to
study the existence of solutions for certain classes of nonlinear di�erential equations: we suggest some works
[10, 16, 21, 22, 30, 31, 32, 33, 36].

Motivated by the mentioned works, in this paper, we generalize the results obtained in [34] to the
fractional setting. More speci�cally, we are concerned with the following ψ-Caputo fractional di�erential
equation of the form {

cDα;ψ
a+

u(t) + f(t, u(t)) = 0, t ∈ J := [a, b],

u(a) = u′(a) = 0, u(b) =
∑m

i=1 λiu(ηi), a < ηi < b,
(1.1)

where cDα;ψ
a+

is the ψ-Caputo fractional derivative of order 2 < α ≤ 3, f : [a, b]×R −→ R is a given continuous
function and a < ηi < b, λi, i = 1, 2, . . . ,m are real constants with satisfying

∆ =
m∑
i=1

λi(ψ(ηi)− ψ(a))2 − (ψ(b)− ψ(a))2 ̸= 0. (1.2)

To the best of our knowledge, this is the �rst paper dealing with a class of fractional di�erential equations
containing ψ�Caputo fractional derivative and multi-point boundary conditions via topological degree theory.
Our results are not only new in the given con�guration but also correspond to some new situations associated
with the speci�c values of the parameters involved in the given problem. For example, If we take α = 3, ψ(t) =
t then the BVP (1.1) corresponds to the usual form of the third-order problem given by{

u′′′(t) + f(t, u(t)) = 0, t ∈ J := [a, b],

u(a) = u′(a) = 0, u(b) =
∑m

i=1 λiu(ηi), a < ηi < b.

The manuscript is structured as follows. Section 2, in which we describe some basic notations of fractional
derivatives and integrals, de�nitions of di�erential calculus, and important results that will be used in
subsequent parts of the paper. In Section 3, based on the coincidence degree theory for condensing maps, we
establish a theorem on the existence of solutions for problem (1.1). Next by using the Banach contraction
principle, we give a uniqueness results for problem (1.1). Additionally, Section 4 provides a couple of examples
to illustrate the applicability of the results developed. Finally, the paper is concluded in Section 5.

2. Preliminaries

We start this section by introducing some necessary de�nitions and basic results required for further
developments.

Assume that (X, ∥ · ∥) is a Banach space. By Br(0) we denote the closed ball centered at 0 with radius r.
If A is non-empty subset of A, then A and convA denote the closure and the convex hull of A, respectively.
When A is a bounded subset, diam(A) denotes the diameter of A. Also, we denote by MX the class of
non-empty and bounded subsets of X.

We state here the results given below from [8, 19].

De�nition 1. The Kuratowski measure of non-compactness is the mapping κ : MX −→ [0,∞) de�ned as:

κ(B) = inf
{
ε > 0 : B can be covered by �nitely many sets with diameter ≤ ε

}
.

Properties 1. The Kuratowski measure of noncompactness satis�es the following properties.

(1) A ⊂ B ⇒ κ(A) ≤ κ(B),

(2) κ(A) = 0 if and only if A is relatively compact,
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(3) κ(A) = κ(A) = κ(conv(A)),

(4) κ(A+B) ≤ κ(A) + κ(B),

(5) κ(λA) = |λ|κ(A), λ ∈ R.

De�nition 2. Let T : A −→ X be a continuous bounded map. The operator T is said to be κ-Lipschitz if
we can �nd a constant ℓ ≥ 0 satisfying the following condition,

κ(T (B)) ≤ ℓκ(B), for every B ⊂ A.

Moreover, T is called strict κ-contraction if ℓ < 1.

De�nition 3. The function T is called κ-condensing if

κ(T (B)) < κ(B),

for every bounded and nonprecompact subset B of A.
In other words,

κ(T (B)) ≥ κ(B), implies κ(B) = 0.

Further we have T : A −→ X is Lipschitz if we can �nd ℓ > 0 such that

∥T (u)− T (v)∥ ≤ ℓ∥u− v∥, for all u, v ∈ A,

if ℓ < 1, T is said to be strict contraction.

For the following results, we refer to [21].

Proposition 4. If T ,S : A −→ X are κ-Lipschitz mapping with constants ℓ1 and ℓ2 respectively, then

T + S : A −→ X are κ-Lipschitz with constant ℓ1 + ℓ2.

Proposition 5. If T : A −→ X is compact, then T is κ-Lipschitz with constant ℓ = 0.

Proposition 6. If T : A −→ X is Lipschitz with constant ℓ, then T is κ-Lipschitz with the same constant ℓ.

Isaia [21] present the following results using topological degree theory.

Theorem 7. Let K : A −→ X be κ-condensing and

Θ = {u ∈ X : there exist ξ ∈ [0, 1] such that u = ξKu} .

If Θ is a bounded set in X, so there exists r > 0 such that Θ ⊂ Br(0), then the degree

deg(I − ξK,Br(0), 0) = 1, for all ξ ∈ [0, 1].

Consequently, K has at least one �xed point and the set of the �xed points of K lies in Br(0).

Now, we give some results and properties from the theory of of fractional calculus. We begin by de�ning
ψ-Riemann�Liouville fractional integrals and derivatives. In what follows,

De�nition 8 ([11, 24]). For α > 0, the left-sided ψ�Riemann�Liouville fractional integral of order α for an

integrable function u : J −→ R with respect to another function ψ : J −→ R that is an increasing di�erentiable

function such that ψ′(t) ̸= 0, for all t ∈ J is de�ned as follows

Iα;ψ
a+

u(t) =
1

Γ(α)

∫ t

a
ψ′(s)(ψ(t)− ψ(s))α−1u(s)ds, (2.1)

where Γ is the gamma function. Note that Eq. (2.1) is reduced to the Riemann�Liouville and Hadamard
fractional integrals when ψ(t) = t and ψ(t) = ln t, respectively.
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De�nition 9 ([11]). Let n ∈ N and let ψ, u ∈ Cn(J,R) be two functions such that ψ is increasing and

ψ′(t) ̸= 0, for all t ∈ J. The left-sided ψ�Riemann�Liouville fractional derivative of a function u of order α
is de�ned by

Dα;ψ
a+

u(t) =

(
1

ψ′(t)

d

dt

)n
In−α;ψ
a+

u(t)

=
1

Γ(n− α)

(
1

ψ′(t)

d

dt

)n ∫ t

a
ψ′(s)(ψ(t)− ψ(s))n−α−1u(s)ds,

where n = [α] + 1.

De�nition 10 ([11]). Let n ∈ N and let ψ, u ∈ Cn(J,R) be two functions such that ψ is increasing and

ψ′(t) ̸= 0, for all t ∈ J. The left-sided ψ-Caputo fractional derivative of u of order α is de�ned by

cDα;ψ
a+

u(t) = In−α;ψ
a+

(
1

ψ′(t)

d

dt

)n
u(t),

where n = [α] + 1 for α /∈ N, n = α for α ∈ N.
To simplify notation, we will use the abbreviated symbol

u
[n]
ψ (t) =

(
1

ψ′(t)

d

dt

)n
u(t).

From the de�nition, it is clear that

cDα;ψ
a+

u(t) =

{∫ t
a
ψ′(s)(ψ(t)−ψ(s))n−α−1

Γ(n−α) u
[n]
ψ (s)ds , if α /∈ N,

u
[n]
ψ (t) , if α ∈ N.

(2.2)

This generalization (2.2) yields the Caputo fractional derivative operator when ψ(t) = t. Moreover, for
ψ(t) = ln t, it gives the Caputo�Hadamard fractional derivative.

We note that if u ∈ Cn(J,R) the ψ�Caputo fractional derivative of order α of u is determined as

cDα;ψ
a+

u(t) = Dα;ψ
a+

u(t)− n−1∑
k=0

u
[k]
ψ u(a)

k!
(ψ(t)− ψ(a))k

 .
(see, for instance, [11, Theorem 3]).

Lemma 11 ([13]). Let α, β > 0, and u ∈ L1(J,R). Then

Iα;ψ
a+

Iβ;ψ
a+

u(t) = Iα+β;ψ
a+

u(t), a.e. t ∈ J.

In particular,

If u ∈ C(J,R). Then Iα;ψ
a+

Iβ;ψ
a+

u(t) = Iα+β;ψ
a+

u(t), t ∈ J.

Next, we recall the property describing the composition rules for fractional ψ-integrals and ψ-derivatives.

Lemma 12 ([13]). Let α > 0, The following holds:

If u ∈ C(J,R) then
cDα;ψ

a+
Iα;ψ
a+

u(t) = u(t), t ∈ J.

If u ∈ Cn(J,R), n− 1 < α < n. Then

Iα;ψ
a+

cDα;ψ
a+

u(t) = u(t)−
n−1∑
k=0

u
[k]
ψ (a)

k!
[ψ(t)− ψ(a)]k ,

for all t ∈ J.
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Lemma 13 ([13, 24]). Let t > a, α ≥ 0, and β > 0. Then

� Iα;ψ
a+

(ψ(t)− ψ(a))β−1 = Γ(β)
Γ(β+α)(ψ(t)− ψ(a))β+α−1,

�
cDα;ψ

a+
(ψ(t)− ψ(a))β−1 = Γ(β)

Γ(β−α)(ψ(t)− ψ(a))β−α−1,

�
cDα;ψ

a+
(ψ(t)− ψ(a))k = 0, for all k ∈ {0, . . . , n− 1}, n ∈ N.

3. Main Results

Let us recall the de�nition and lemma of a solution for problem (1.1). First of all, we de�ne what we
mean by a solution for the boundary value problem (1.1).

De�nition 14. A function u ∈ C(J,R) is said to be a solution of Eq. (1.1) if u satis�es the equation
cDα;ψ

a+
u(t) + f(t, u(t)) = 0, a.e. on J and the condition

u(a) = u′(a) = 0, u(b) =
m∑
i=1

λiu(ηi), a < ηi < b.

For the existence of solutions for the problem (1.1) we need the following lemma:

Lemma 15. For a given h ∈ C(J,R), the unique solution of the linear fractional boundary value problem{
cDα;ψ

a+
u(t) + h(t) = 0, t ∈ J := [a, b],

u(a) = u′(a) = 0, u(b) =
∑m

i=1 λiu(ηi), a < ηi < b,
(3.1)

is given by

u(t) = −
∫ t

a

ψ′(s)(ψ(t)− ψ(s))α−1

Γ(α)
h(s)ds

+
(ψ(t)− ψ(a))2

∆

m∑
i=1

λi

∫ ηi

a

ψ′(s)(ψ(ηi)− ψ(s))α−1

Γ(α)
h(s)ds

− (ψ(t)− ψ(a))2

∆

∫ b

a

(ψ(b)− ψ(s))α−1

Γ(α)
h(s)ds, (3.2)

in which

∆ =
m∑
i=1

λi(ψ(ηi)− ψ(a))2 − (ψ(b)− ψ(a))2 ̸= 0.

Proof. Taking the ψ-Riemann�Liouville fractional integral of order α to the �rst equation of (3.1), and using
Lemma 12, we get

u(t) = −Iα;ψ
a+

h(t) + c0 + c1(ψ(t)− ψ(a)) + c2(ψ(t)− ψ(a))2, c0, c1, c2 ∈ R. (3.3)

Since u(a) = 0 and u′(a) = 0, we deduce that c0 = c1 = 0. Thus

u(t) = −Iα;ψ
a+

h(t) + c2(ψ(t)− ψ(a))2. (3.4)

Together with the condition u(b) =
∑m

i=1 λiu(ηi), a < ηi < b, this yields

−Iα;ψ
a+

h(b) + c2(ψ(b)− ψ(a))2 =

m∑
i=1

λi

[
−Iα;ψ

a+
h(ηi) + c2(ψ(ηi)− ψ(a))2

]
.
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Then, we can get that

c2 =

∑m
i=1 λiI

α;ψ
a+

h(ηi)− Iα;ψ
a+

h(b)∑m
i=1 λi(ψ(ηi)− ψ(a))2 − (ψ(b)− ψ(a))2

.

Substituting the values of c0, c1 and c2 into (3.3), we get the integral equation (3.2). The converse follows
by direct computation which completes the proof.

Now, we shall present our main result concerning the existence of solutions of problem (1.1). Let us
introduce the following hypotheses

(H1) There exists a constant L > 0 such that

|f(t, u)− f(t, v)| ≤ L|u− v|, for each t ∈ J and for each u, v ∈ R. (3.5)

(H2) The functions f satis�es the following growth condition for constants M,N > 0, p ∈ (0, 1)

|f(t, u)| ≤M |u|p +N for each t ∈ J and each u ∈ R. (3.6)

In the following, for computational convenience we put

ω =
(ψ(b)− ψ(a))2

|∆|Γ(α+ 1)

[
(ψ(b)− ψ(a))α +

m∑
i=1

|λi|(ψ(ηi)− ψ(a))α

]
. (3.7)

In view of Lemma 15, we consider two operators T ,S : C(J,R) −→ C(J,R) as follows:

Su(t) = −
∫ t

a

ψ′(s)(ψ(t)− ψ(s))α−1

Γ(α)
f(s, u(s))ds, t ∈ J,

and

T u(t) = (ψ(t)− ψ(a))2

∆

m∑
i=1

λi

∫ ηi

a

ψ′(s)(ψ(ηi)− ψ(s))α−1

Γ(α)
f(s, u(s))ds

− (ψ(t)− ψ(a))2

∆

∫ b

a

(ψ(b)− ψ(s))α−1

Γ(α)
f(s, u(s))ds, t ∈ J.

Then the integral equation (3.2) in Lemma 15 can be written as an operator equation

Ku(t) = Su(t) + T u(t), t ∈ J.

The continuity of f shows that the operator K is well de�ned and �xed points of the operator equation are
solutions of the integral equations (3.2) in Lemma 15.

Lemma 16. T is Lipschitz with constant ℓf = Lω. Moreover, T satis�es the growth condition given below

∥T u∥ ≤ ω(M∥u∥p +N),

where ω is given by (3.7).
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Proof. To show that the operator T is Lipschitz with constant ℓf . Let u, v ∈ C(J,R), then we have

|T u(t)− T v(t)| ≤ (ψ(t)− ψ(a))2

|∆|

m∑
i=1

|λi|
∫ ηi

a

ψ′(s)(ψ(ηi)− ψ(s))α−1

Γ(α)
|f(s, u(s))− f(s, v(s))|ds

+
(ψ(t)− ψ(a))2

|∆|

∫ b

a

ψ′(s)(ψ(b)− ψ(s))α−1

Γ(α)
|f(s, u(s))− f(s, v(s))|ds

≤ L(ψ(t)− ψ(a))2

|∆|

m∑
i=1

|λi|
∫ ηi

a

ψ′(s)(ψ(ηi)− ψ(s))α−1

Γ(α)
∥u− v∥ds

+
L(ψ(t)− ψ(a))2

|∆|

∫ b

a

ψ′(s)(ψ(b)− ψ(s))α−1

Γ(α)
∥u− v∥ds

≤ L∥u− v∥(ψ(b)− ψ(a))2

|∆|

m∑
i=1

|λi|
∫ ηi

a

ψ′(s)(ψ(ηi)− ψ(s))α−1

Γ(α)
ds

+
L∥u− v∥(ψ(b)− ψ(a))2

|∆|

∫ b

a

ψ′(s)(ψ(b)− ψ(s))α−1

Γ(α)
ds

≤ L(ψ(b)− ψ(a))2

|∆|Γ(α+ 1)

[
(ψ(b)− ψ(a))α +

m∑
i=1

|λi|(ψ(ηi)− ψ(a))α

]
∥u− v∥

= Lω∥u− v∥.

for all t ∈ J. Taking supremum over t, we obtain

∥T u− T v∥ ≤ ℓf∥u− v∥.

Hence, T : C(J,R) −→ C(J,R) is a Lipschitzian on C(J,R) with Lipschitz constant ℓf = Lω. By Proposition
6, T is κ�Lipschitz with constant ℓf . Moreover, for growth condition, we have

|T u(t)| ≤ (M∥u∥p +N)(ψ(t)− ψ(a))2

|∆|

m∑
i=1

|λi|
∫ ηi

a

ψ′(s)(ψ(ηi)− ψ(s))α−1

Γ(α)
ds

+
(M∥u∥p +N)(ψ(t)− ψ(a))2

|∆|

∫ b

a

ψ′(s)(ψ(b)− ψ(s))α−1

Γ(α)
ds

≤ (M∥u∥p +N)(ψ(b)− ψ(a))2

|∆|Γ(α+ 1)

[
(ψ(b)− ψ(a))α +

m∑
i=1

|λi|(ψ(ηi)− ψ(a))α

]
= ω(M∥u∥p +N)

Hence it follows that

∥T u∥ ≤ ω(M∥u∥p +N).

Lemma 17. S is continuous and satis�es the growth condition given as below,

∥Su∥ ≤ (ψ(b)− ψ(a))α

Γ(α+ 1)
(M∥u∥p +N).

Proof. To prove that S is continuous. Let un, u ∈ C(J,R) with limn→+∞ ∥un − u∥ → 0. It is trivial to see
that {un} is a bounded subset of C(J,R). As a result, there exists a constant r > 0 such that ∥un∥ ≤ r for
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all n ≥ 1. Taking limit, we see ∥u∥ ≤ r. It is easy to see that f(s, un(s)) → f(s, u(s)), as n → +∞. due to
the continuity of f . On the other hand taking (H2) into consideration we get the following inequality:

ψ′(s)(ψ(t)− ψ(s))α−1

Γ(α)
∥f(s, un(s))− f(s, u(s))∥ ≤ 2

ψ′(s)(ψ(t)− ψ(s))α−1

Γ(α)
(Mrp +N).

We notice that since the function s 7→ 2ψ
′(s)(ψ(t)−ψ(s))α−1

Γ(α) (Mrp +N) is Lebesgue integrable over [a, t]. This
fact together with the Lebesgue dominated convergence theorem implies that∫ t

a

ψ′(s)(ψ(t)− ψ(s))α−1

Γ(α)
∥f(s, un(s))− f(s, u(s))∥ds → 0 as n→ +∞.

It follows that ∥Sun − Su∥ → 0 as n→ +∞. Which implies the continuity of the operator S.
For the growth condition, using the assumption (H2) we have

|Su(t)| ≤ (M∥u∥p +N)

∫ t

a

ψ′(s)(ψ(t)− ψ(s))α−1

Γ(α)
ds

≤ (ψ(b)− ψ(a))α

Γ(α+ 1)
(M∥u∥p +N).

Therefore,

∥Su∥ ≤ (ψ(b)− ψ(a))α

Γ(α+ 1)
(M∥u∥p +N). (3.8)

This completes the proof of Lemma 17.

Lemma 18. The operator S : C(J,R) −→ C(J,R) is compact. Consequently, S is κ-Lipschitz with zero

constant.

Proof. In order to show that S is compact. Let us take a bounded set Ω ⊂ Br. We are required to show
that S(Ω) is relatively compact in C(J,R). For arbitrary u ∈ Ω ⊂ Br, then with the help of the estimates
(3.8) we can obtain

∥Su∥ ≤ (ψ(b)− ψ(a))α

Γ(α+ 1)
(Mrp +N),

which shows that S(Ω) is uniformly bounded. Furthermore, for arbitrary u ∈ C(J,R) and t ∈ J.
Now, for equi-continuity of S take t1, t2 ∈ J with t1 < t2, and let u ∈ Ω. Thus, we get

|Su(t2)− Su(t1)| ≤
Mrp +N

Γ(α+ 1)
[(ψ(t2)− ψ(a))α − (ψ(t1)− ψ(a))α] .

From the last estimate, we deduce that ∥(Sx)(t2) − (Sx)(t1)∥ → 0 when t2 → t1. Therefore, S is equicon-
tinuous. Thus, by Ascoli�Arzelà theorem, the operator S is compact and hence by Proposition 5. S is
κ�Lipschitz with zero constant.

Theorem 19. Suppose that (H1)�(H2) are satis�ed, then the BVP (1.1) has at least one solution u ∈ C(J,R)
provided that ℓf < 1 and the set of the solutions is bounded in C(J,R).

Proof. Let T ,S,K are the operators de�ned in the start of this section. These operators are continuous and
bounded. Moreover, by Lemma 16, T is κ�Lipschitz with constant ℓf and by Lemma 18, S is κ�Lipschitz
with constant 0. Thus, K is κ�Lipschitz with constant ℓf . Hence K is strict κ�contraction with constant ℓf .
Since ℓf < 1, so K is κ-condensing.



Z. Baitiche, C. Derbazi and M. Benchohra, Results in Nonlinear Anal. 3 (2020), 167�178 175

Now consider the following set

Θ = {u ∈ C(J,R) : there exist ξ ∈ [0, 1] such that x = ξKu} .

We will show that the set Θ is bounded. For u ∈ Θ, we have u = ξKu = ξ(T (u) + S(u)), which implies that

∥u∥ ≤ ξ(∥T u∥+ ∥Su∥)

≤
[
(ψ(b)− ψ(a))α

Γ(α+ 1)
+ ω

]
(M∥u∥p +N),

where ω is given by (3.7). From the above inequalities, we conclude that Θ is bounded in C(J,R). If it is
not bounded, then dividing the above inequality by β := ∥u∥ and letting β → ∞, we arrive at

1 ≤
[
(ψ(b)− ψ(a))α

Γ(α+ 1)
+ ω

]
lim
β→∞

Mβp +N

β
= 0,

which is a contradiction. Thus the set Θ is bounded and the operator K has at least one �xed point which
represent the solution of BVP (1.1).

Remark 20. If the growth condition (H2) is formulated for p = 1, then the conclusions of Theorem 19

remain valid provided that [
(ψ(b)− ψ(a))α

Γ(α+ 1)
+ ω

]
M < 1.

To end this section, we give an existence and uniqueness result.

Theorem 21. Under assumption (H1) the BVP (1.1) has a unique solution if[
(ψ(b)− ψ(a))α

Γ(α+ 1)
+ ω

]
L < 1. (3.9)

Proof. Let u, v ∈ C(J,R) and t ∈ J, then we have

|Ku(t)−Kv(t)| ≤
∫ t

a

ψ′(s)(ψ(t)− ψ(s))α−1

Γ(α)
|f(s, u(s))− f(s, v(s))|ds

+
(ψ(t)− ψ(a))2

|∆|

m∑
i=1

|λi|
∫ ηi

a

ψ′(s)(ψ(ηi)− ψ(s))α−1

Γ(α)
|f(s, u(s))− f(s, v(s))|ds

+
(ψ(t)− ψ(a))2

|∆|

∫ b

a

ψ′(s)(ψ(b)− ψ(s))α−1

Γ(α)
|f(s, u(s))− f(s, v(s))|ds

≤ L∥u− v∥
[∫ t

a

ψ′(s)(ψ(t)− ψ(s))α−1

Γ(α)
ds

+
(ψ(t)− ψ(a))2

|∆|

m∑
i=1

|λi|
∫ ηi

a

ψ′(s)(ψ(ηi)− ψ(s))α−1

Γ(α)
ds

+
(ψ(t)− ψ(a))2

|∆|

∫ b

a

ψ′(s)(ψ(b)− ψ(s))α−1

Γ(α)
ds

]
≤ L

[
(ψ(b)− ψ(a))α

Γ(α+ 1)
+ ω

]
∥u− v∥.

In view of the given condition
[
(ψ(b)−ψ(a))α

Γ(α+1) + ω
]
L < 1, it follows that the mapping K is a contraction.

Hence, by the Banach �xed point theorem, K has a unique �xed point which is a unique solution of problem
(1.1). This completes the proof.
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4. Examples

In this section, in order to illustrate our results, we consider two examples.

Example 22. Let us consider problem (1.1) with speci�c data:

α =
5

2
, a = 0, b = 1, ψ(t) = t,

ηi =
1

2i
;λi = i; i = 1, . . . , 10.

(4.1)

Using the given values of the parameters in (1.2) and (3.7), by the Matlab program, we �nd that

∆ = −0.5556

(ψ(b)− ψ(a))α

Γ(α+ 1)
= 0.3009

ω = 0.7823

(ψ(b)− ψ(a))α

Γ(α+ 1)
+ ω = 1.0832.

(4.2)

In order to illustrate Theorem 19, we take

f(t, u(t)) =
1

et + 9

(
1 +

|u(t)|
1 + |u(t)|

)
, (4.3)

in (1.1) and note that

|f(t, u)− f(t, v)| = 1

et + 9

(∣∣∣∣ |u|
1 + |u|

− |v|
1 + |v|

∣∣∣∣)
≤ 1

et + 9

(
|u− v|

(1 + |u|)(1 + |v|)

)
≤ 1

10
|u− v|.

Hence the condition (H1) holds with L = 1
10 . Further from the above given data it is easy to calculate

ℓf = Lω = 0.0782.

On the other hand, for any t ∈ J, u ∈ R we have

|f(t, u)| ≤ 1

10
(|u|+ 1).

Hence condition (H2) holds with M = N = 1
10 , p = 1. In view of Theorem 19,

Θ = {u ∈ C(J,R) : there exist ξ ∈ [0, 1] such that x = ξKu} ,

is the solution set; then

∥u∥ ≤ ξ(∥T u∥+ ∥Su∥) ≤
[
(ψ(b)− ψ(a))α

Γ(α+ 1)
+ ω

]
(M∥u∥+N).

From which, we have

∥u∥ ≤

[
(ψ(b)−ψ(a))α

Γ(α+1) + ω
]
N

1−
[
(ψ(b)−ψ(a))α

Γ(α+1) + ω
]
M

= 0.1215.

By Theorem 19 the BVP (1.1) with the data (4.1) and (4.3) has at least a solution u in C(J × R,R).
Furthermore

[
(ψ(b)−ψ(a))α

Γ(α+1) + ω
]
L = 0.1083 < 1. Hence by Theorem 21 the boundary value problem (1.1) with

the data (4.1) and (4.3) has a unique solution.
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Example 23. Consider the following boundary value problem of a fractional di�erential equation:c
HD

7
4
1 u(t) =

1
2(t+1)2

(
u(t) +

√
1 + u2(t)

)
, t ∈ J := [1, 2],

u(1) = u′(1) = 0, u(2) = 1
2u

(
3
2

)
,

(4.4)

Note that, this problem is a particular case of BVP (1.1), where

α =
5

2
, a = 1, b = 2, η =

3

2
, λ =

3

2
, ψ(t) = ln t,

and f : J× R −→ R given by

f(t, u) =
1

2(t+ 1)2

(
u+

√
1 + u2

)
, for t ∈ J, u ∈ R.

It is clear that the function f is continuous. On the other hand, for any t ∈ J, u, v ∈ R we have

|f(t, u)− f(t, v)| = 1

(t+ 1)2

∣∣∣∣12 (
u− v +

√
1 + u2 −

√
1 + v2

)∣∣∣∣
=

1

(t+ 1)2

∣∣∣∣12(u− v)

(
1 +

u+ v√
1 + u2 +

√
1 + v2

)∣∣∣∣ ≤ 1

4
|u− v|.

Hence condition (H1) holds with L = 1
4 . We shall check that condition (3.9) is satis�ed. Indeed using the

Matlab program, we can �nd [
(ψ(b)− ψ(a))α

Γ(α+ 1)
+ ω

]
L = 0.1190 < 1,

Hence by Theorem 21 the boundary value problem (4.4) has a unique solution.

5. Conclusion

We have presented the existence and uniqueness of solutions to a nonlinear boundary value problem
of fractional di�erential equations involving the ψ�Caputo fractional derivative with multi-point boundary
conditions. The proof of the existence results is based on a �xed point theorem due to Isaia [21], which was
obtained via coincidence degree theory for condensing maps, while the uniqueness of the solution is proved
by applying the Banach contraction principle. Moreover, two examples are presented for the illustration of
the obtained theory. Our results are not only new in the given con�guration but also correspond to some
new situations associated with the speci�c values of the parameters involved in the given problem.
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