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Abstract. In this paper by using natural density real valued bounded se-
quence space l1 is extented and statistical bounded sequence space lst1 is
obtained. Besides the main properties of the space lst1, it is shown that l

st
1 is a

Banach space with a norm produced with the help of density. Also, it is shown
that there is no matrix extension of the space l1 that its bounded sequences
space covers lst1. Finally, it is shown that the space l1 is a non-porous subset
of lst1.

1. Introduction

The notion of convergence is one of the main tools of mathematical analysis
to understand the geometric and algebraic structures of the space. For example,
in order to determine whether a space is complete, it is necessary and su¢ cient
to check whether Cauchy sequences of the space are convergent. There are a lot
of generalization of classical convergence such as Ces�aro, Nörlund, Riesz, Abel,
etc. Most popular of them is statistical convergence, de�ned in 1951 by authors
Fast [10] and Steinhaus [24] independently, whose roots are based on the work
of Zygmund [25]. It has been extensively studied by many researchers for the
last ten decades. Statistical convergence is applied di¤erent �elds of mathematics:
approximation theory [13], measure theory [19], [7], probability theory [22], metric
spaces [5], [6], [12], [16], [20], number theory [9], [14], summability theory [1], [8],
[18], [21], [23], etc. Almost all these studies have yielded many excellent results
using either natural density or any generalization of natural density.

2020 Mathematics Subject Classi�cation. 40A05, 26A03, MB05.
Keywords and phrases. Natural density, statistical supremum, sequence spaces.

mayaaltinok@tarsus.edu.tr; mkkaslan@gmail.com-Corresponding author; umutcan-
math@gmail.com

0000-0002-6671-743X; 0000-0002-3183-3123; 0000-0002-0419-6106.

c2021 Ankara University
Communications Facu lty of Sciences University of Ankara-Series A1 Mathematics and Statistics

82



STATISTICAL EXTENSION OF BOUNDED SEQUENCE SPACE 83

Recall the de�nition of natural density: Natural density of A � N is de�ned as
follows if the limit exists

�(A) := lim
n!1

card(A(n))

n
(1)

where
A(n) = fk � n : k 2 Ng = A \ f1; 2; :::; ng:

If a sequence ~x = (xn) has a P -property except a subset of natural numbers with
density zero, then we say that ~x = (xn) has the P -property for almost all n, and
we use (a:a:n) for brevity.
Let, ~x = (xn) be a real valued sequence and l 2 R. If for every " > 0

�(A(")(n)) = 0 (2)

where
A(") = fn : jxn � lj � "g

then ~x = (xn) is called statistical convergent to l. It is denoted by st� limxn = l.
The set of statistical convergent sequences is denoted by cst:

cst := f~x = (xn) : 9l 2 R such that st� limxn = lg:
If l = 0, then we are going to use c0st. So, it is clear from (1) and (2) that

c0 � c0st � cst and c � cst hold.
Let ~x = (xn) be a sequence. If for every " > 0, there exist n0(") 2 N such that

�(fn 2 N : jxn � xn0 j � "g) = 0
holds, then the sequence ~x = (xn) is called statistical Cauchy sequence. The set of
all statistical Cauchy sequences is denoted by Cst.
In [11], Fridy gave the following important Theorem which gives the relation

between statistical convergence and classical convergence, c and cst. In terms of
showing this relationship, it can be considered as the basic result of this theory.

Theorem 1. The following statements are equivalent:
(1) ~x is statistical convergent sequence;
(2) ~x is statistical Cauchy sequence;
(3) ~x is a sequence for which there is a convergent sequence ~y such that

xn = yn (a.a.n).
As a result of Theorem 1, the relationship between classical Cauchy sequence

and statistical Cauchy sequences can be given as follows:

Remark 2. ~x = (xn) is statistical Cauchy sequence if and only if there exists a
Cauchy sequence ~y = (yn) such that xn= yn (a.a.n).

It is well known from the general theory that convergent and Cauchy sequences
are member of bounded sequences space l1 where

l1 :=

�
~x = (xn) : sup

n
jxnj <1

�
:
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Unfortunately, this general expression is not true for statistical convergence and
statistical Cauchy sequences even if they have a convergent and Cauchy subse-
quences, respectively [11].
To see this let us consider following sequences ~x = (xn) and ~y = (yn) de�ned as:

xn =

�
n; n 2 P(=prime numbers)
1; n =2 P;

and

yn =

�
3; n 2 P(=prime numbers)
1; n =2 P:

The sequence ~x = (xn) is an statistical convergent (and statistical Cauchy)
sequence but it is not convergence (and Cauchy) sequence. Also, the sequence
~y = (yn) is statistical convergent (and Cauchy) but not convergent (and Cauchy).
Clearly, ~x = (xn) =2 l1 and ~y = (yn) 2 l1.
So, it can be say that, the set of statistical convergent (or statistical Cauchy)

sequences is whether a subset of l1 or not include l1.
Therefore, as in the classical case it should be found a sequence space looks like

l1 which contains cst and Cst.
Basically, to eliminate this de�ciency is the main purpose of this work. To

overcome this de�ciency a new sequence space will be built and its properties will
be investigated.

2. Statistical Bounded Sequnce Space lst1

In this section, the concept of statistical boundedness will be de�ned by using
natural density as a generalization of the classical boundedness of sequences, and
a new sequence space lst1 which is called statistically bounded sequences will be
created.

De�nition 3. [14](Statistical boundedness) Let ~x = (xn) be a sequence of real
numbers. If there exists M > 0 such that

�(fn : jxnj �Mg) = 0; (or �(fn : jxnj < Mg) = 1)

holds, then, ~x is called statistical bounded sequence.

The set of all statistical bounded sequences is denoted by lst1:

lst1 := f~x = (xn) : 9M > 0 such that �(fn : jxnj �Mg) = 0g:

Remark 4. If ~x = (xn) is a bounded sequence then ~x is a statistical bounded
sequence. That is; l1 � lst1.

Proof. Since ~x = (xn) is a bounded , then there exists M > 0 such that jxnj � M
holds for all n 2 N. This implies that

fn : jxnj �Mg = ;:
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So,
�(fn : jxnj �Mg) = 0:

Therefore, this gives that ~x 2 lst1. �
Let�s consider an example below to see that the inclusion given above is strict.

Example 5. Let ~x = (xn) de�ned as follows:

xn =

�
k; n = k2

(�1)n; n 6= k2

for all n 2 N.
It is clear for M = 2 that

fn : jxnj � 2g = fn : n = k2; k 2 Ng
holds.
Since �(fk2 : k 2 Ng) = 0, then the sequence ~x = (xn) is statistical bounded but

it is not bounded.
Following Lemma will be show that the space lst1 is not cover the space s where

s denotes the set of all real valued sequences.

Lemma 6. snlst1 6= ;.
Proof. Actually, let ~x = (xn) de�ned as follows:

xn :=

� p
n; n = k2 ;

(�1)nn2; n 6= k2:
Since fn : jxnj �Mg = N�A, where A is �nite subset of N, then

�(fn : jxnj �Mg) = 1:
So, the sequence ~x is not statistical bounded. �
Theorem 7. The cardinality of the set snlst1 is c (=continuum).

Proof. As a result of Lemma 6, we know that the set snlst1 has at least one element.
Let�s see that it contains more than one element. For a �xed real number r 2 [0; 1],
let us construct a sequence b(r) = (bn(r))n2N as follows:

bn(r) =

�
nr; n 2 3N;
1; n 2 N� 3N:

The sequence brn =2 lst1 for all r 2 [1;1). So, we can de�ne a function f as follows,
f : [0; 1]! snst1;

such that
f(r) := b(r):

It is clear that the function f is an injection between [0; 1] and snst1. So, cardinal-
ity of snlst1 is bigger than cardinality of the interval [0; 1]. Therefore, the cardinality
of snst1 is continuum. �
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Theorem 8. Every statistical convergent (or statistical Cauchy) sequence is also
statistical bounded sequence. That is, cst � lst1 and Cst � lst1 holds. Converses of
this inclusions are not true, in general.

Proof. Let ~x = (xn) be a statistical convergent sequence to x0. So, from (2)

�(A(")) = �(fn 2 N : jxn � x0j � "g) = 0

for every " > 0.
So, for any su¢ ciently large M > 0, we have

fn 2 N : jxnj �Mg � fn 2 N : jxn � x0j �Mg � fn 2 N : jxn � x0j � "g:

This inclusion implies that

�(fn 2 N : jxnj �Mg) = 0:

Thus, ~x = (xn) is a statistical bounded sequence.
If ~x = (xn) statistical Cauchy then from Theorem 1 the sequence ~x = (xn) is also

statistical convergent. So, it is statistical bounded. For the converse of theorem,
let ~x = (xn) as follows:

xn =

8>><>>:
k2; n = k2;
1; n = k2 + 1;
2; n = k2 + 2;
0; otherwise:

It is clear that the sequence ~x = (xn) 2 lst1 but its not statistical convergent or
statistical Cauchy sequence. �

Corollary 9. Every convergent sequence is also statistical bounded sequence.

Lemma 10. Let K � N with �(K) = 1. Then, there exists a subset S � K with
�(S) = 1 such that for an increasing sequence of natural numbers (nk):

S = f(nk)k2N : k 2 Ng:

Proof. Let�s denote the set N � K by U . Since �(K) = 1, then it is clear that
�(U) = 0.
(i) If U = ;, the claim is clear, for S = N and nk = k for all k 2 N.
(ii) If U 6= ; and U is �nite, then the claim is true for S = fn+ umax : n 2 Ng,

where umax is the biggest element of U.
(iii) If U 6= ; and U is denumerable, let us denote the m-th element of the set

U with um for m 2 N.
Construct some sets of natural numbers as follows:

Am = fk 2 K : um < k < um+1g

for all m 2 N. It is clear that K =
S
m2NAm. We hasten to add that for some

m 2 N the Am�s may be an empty set. This is not problem for the claim. Now,
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put the sequence (nk)k2N as follows:

nk = min(
[
m2N

Amn
[

i2Ik�1

ni);

where I0 = ; and Ik = f1; 2; :::; kg.
Let S = fnk : k 2 Ng. This tells us, the set S consists consecutive blocks of

natural numbers of any �nite length. Now, from construction of Am�s the set S also
consists of all removed elements of the set U(which has density zero) from the set
K. Therefore, �(S) = 1 and monotonicity of (nk) is clear from the construction. �

Theorem 11. If ~x = (xn) 2 lst1, then there exists a subset S of N with �(S) = 1
such that (xnk)nk2S 2 l1 holds.

Proof. From De�nition 3 we know that the set

fk 2 N : jxkj �Mg
has zero density for some M > 0. Put K = fk 2 N : jxkj < Mg. Clearly �(K) = 1.
From Lemma 4, take the nonempty subset S of K such that

S = f(nk)nk2N : nk 2 Ng
where the sequence (nk)k2N is an increasing sequence of natural numbers.
It is clear that, the subsequence ~x = (xnk)nk2S of sequence (xn)n2N is an element

of l1. �

Theorem 12 (Decomposition theorem). If ~x = (xn) 2 st
1nl1, then there exist

~y = (yn) 2 1 and ~z = (zn) =2 l1 such that

xn := yn + zn

holds for all n 2 N. However, this decomposition is not unique.

Proof. Since ~x = (xn) 2 lst1, then there exists M > 0 such that

�(K) = �(fn : jxnj < Mg) = 1:
Therefore, it is clear from Theorem 11 that there exists a monotone increasing
sequence of natural numbers (nk)k2N such that

�(fnk : k 2 Ng) = 1:
Hence, desired sequences ~y = (yn) and ~z = (zn) can be de�ned as follows

yn =

�
xnk ; n = nk;
0; n 6= nk;

and

zn =

�
xn; n 6= nk;
0; n = nk:

That is, following two sequences are created from the sequence ~x = (xn):

(yn) = (0; :::; 0; xn1 ; 0; :::; 0; xnk ; 0; :::)
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(zn) = (x1; :::; xn1�1; 0; xn1+1; :::; xnk�1; 0; xnk+1; :::)

So, xn = yn + zn holds for all n 2 N. �

3. Statistical sup-norm and Associated Norm Space lst1

By considering the set of statistical upper bound of the sequence with the help
of natural density, statistical sup-norm will be de�ned in this section (See for more
information in [2], [3] and [4]).
In addition to the main properties of the set lst1, it will be shown that this set is

a statistical Banach space according to the statistical sup-norm.
For any sequence ~x = (xn), let us denote its absolute value j~xj such that

j~xj := (jxnj)n2N = (jx1j; jx2j; :::; jxnj; :::):
Now, let us de�ne a norm over lst1 by the help of density.

De�nition 13. [15] (i)(Statistical upper bound) A number m 2 R is called statis-
tical upper bound of ~x = (xn) if

�(fk : xk < mg) = 1; (or �(fk : xk � mg) = 0)
holds. The set of all statistical upper bound of ~x = (xn) is denoted by Ust(~x) such
that

Ust(~x) := fm 2 R : �(fk : xk � mg) = 0g
(ii) (Statistical Supremum) A number l 2 R is called statistical supremum of

~x = (xn) if l is the in�mum of Ust(j~xj). That is;
st� sup

n
xn := inf

m
fm : m 2 Ust(j~xj)g:

Lemma 14. For any given sequence ~x = (xn)n2N, the set Ust(~x) is closed subset
of R.

Proof. Let us denote the closure of the set Ust(~x) by U
st
(~x). It is clear that

Ust(~x) � Ust(~x)

holds trivially. Now, let m 2 U
st
(~x) be an arbitrary element and assume that

m =2 Ust(~x). From the de�nition of closure point, for every " > 0 we have,

Be(m; ") \ Ust(~x) 6= ;; (3)

where Be(m; ") denotes the ball centered m with radius " in the Euclidean metric
e.
Let l 2 Ust(~x) such that (3) is satis�ed. Since m =2 Ust(~x), then l is not less

than or equal to m. Otherwise, from the result in [15] that m 2 Ust(~x) must be
holds, which contradicts to our assumption. Hence, l > m.
Now, without loss of generality assume that l is the least real number which

belongs to Be(m; ") satisfying (3).
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If we choose " := l�m
2 > 0, then

Be(m; ") \ Ust(~x) = ;:

This is a contradiction m 2 Ust(~x). Therefore, m 2 Ust(~x). �
Denote the number inffm : m 2 Ust(j~xj)g by jj~xjjst1. It is clear from the Lemma

14 that
jj:jjst1 : lst1 ! [0;1)

is well de�ned function.

Lemma 15. If ~x = (0; 0; :::), then jj~xjjst1 = 0 holds. The converse is not true.

Proof. If ~x = (0; 0; :::) then Ust(j~xj) = [0;1). So, jj~xjjst1 = 0 is trivial.
For converse, let a sequence ~x = (xn) as

xn :=

�
k; n = k2 ;
0; n 6= k2:

The sequence ~x = (xn) belongs to lst1 and Ust(j~xj) = [0;1). This gives that
jj~xjjst1 = 0:

But ~x 6= (0; 0; :::). �
Lemma 16. Ust(j�~xj) = j�j:Ust(j~xj) holds for any � 2 R.
Proof. Let m 2 Ust(jxj) be an arbitrary element. Then, we have �(fn : jxnj >
mg) = 0. Assume that j�j:m =2 Ust(j�~xj). That is,

�(fn : j�xnj > j�jmg) > 0
holds. Since, the following equality

fn : j�jjxnj > j�j:mg = fn : jxnj > mg
holds, then �(fn : jxnj > mg) > 0. This is a contradiction.
The converse equality can be obtained in a similar way. So it is omitted here. �

Corollary 17. For any � 2 R, we have
jj�:xjjst1 = j�j:jjxjjst1 :

Lemma 18. If l1 2 Ust(j~xj) and l2 2 Ust(j~yj), then l1 + l2 2 Ust(j~x+ ~yj).
Proof. Let l1 2 Ust(~x) and l2 2 Ust(~y) be any arbitrary elements. Therefore, we
have

�(fn : jxnj > l1g) = 0
and

�(fn : jynj > l2g) = 0:
Assume that l1 + l2 =2 Ust(j~x+ ~yj):
Since the following inclusion

fn : jxn + ynj � l1 + l2g �
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� fn : jxnj+ jynj � l1 + l2g � fn : jxnj � l1g [ fn : jynj � l2g
holds, then we have

jfn : jxn + ynj � l1 + l2gj
n

� jfn : jxnj � l1gj
n

+
jfn : jynj � l2gj

n
:

Limit of left hand side in the above inequality is not zero when n tends to in�nity
and this gives that in the right hand side at least l1 =2 Ust(j~xj) or l2 =2 Ust(j~yj) must
be hold. This is contradiction to the hypothesis. �

Corollary 19. For any sequences ~x; ~y 2 lst1,
jj~x+ ~yjjst1 � jj~xjjst1 + jj~yjjst1

holds.

Theorem 20. (i) The space lst1 is a linear space over R.
(ii) jj:jjst1 is a pseudo norm on the space lst1.

Proof. From Lemma 15, Lemma 16 and Lemma 18, proof can be obtained. �

Theorem 21. lst1 is not seperable vector space.

Proof. It is well known that, all subset of seperable space are seperable. Since l1
is not seperable and l1 ( lst1, then lst1 is not seperable space. �

Let us de�ne a relation ���on the pace lst1 as:
For ~x; ~y 2 lst1;

\~x � ~y () jj~x� ~yjjst1 = 0:"

It is clear that "�" is an equivalence relation on the space lst1. So, we have
quotient space

lst1= �:= f[~x] : ~x 2 lst1g
where [~x] is the equivalence class of the sequence ~x,

[~x] := f~y 2 lst1 : ~x � ~yg:
The relation � is also an equivalence relation on the space l1 and (l1= �)

denotes the set of all equivalence classes of l1.
For simplicity, let us denote the quotient spaces (lst1= �) and (l1= �) by ~lst1 and

~l1, respectively. Namely, we have following quotient spaces:

~l1 := l1= �:= f[x] : (xn) = (x1; x2; :::; xn; :::) 2 l1g;
~lst1 := lst1= �:= f[~x] : (~xn) = (x1; x2; :::; xn; :::) 2 lst1g:

Theorem 22. (~lst1; jj:jjst1) is a normed space.

Lemma 23. Let ~x = (xn) and ~y = (yn) 2 lst1 and A = fn : xn 6= yng. Then
�(A) = 0 if and only if ~y 2 [~x].



STATISTICAL EXTENSION OF BOUNDED SEQUENCE SPACE 91

Proof. Since �(A) = 0, then for every arbitrary " > 0,

�(fn : jxn � ynj � "g) = 0
holds. It means that " 2 Ust(j~x� ~yj). Therefore,

jjxn � ynjjst1 = 0

satis�ed. This implies that ~x � ~y. So, ~y 2 [~x]. Converse is obtained from the
de�nition of statistical-sup norm. �

Lemma 24. For all [x] 2 ~l1, there exists a ~x 2 lst1 such that [x] � [~x].

Proof. Let [x] 2 ~l1 be an arbitrary equivalence class of sequences. Consider an
associate sequence ~x = (xn) in lst1 as:

xn =

�
k; n = k2;
xn; n 6= k2:

It is clear that A := fn : xn 6= xng = fn = k2 : k 2 Ng and asymptotic density of
this set is zero. Hence, x � ~x. So, from Lemma 23, we have x 2 [~x].
Now, let y = (yn) 2 [x] be an arbitrary sequence such that the set B = fn :

xn 6= yng has natural density zero. If we consider C = fn : xn 6= yng then
C = A \ B holds. This immediately gives that �(C) = 0. That is, y � ~x satis�ed
and [x] � [~x]. �

Lemma 25. Let ~x = (xn) and ~y = (yn) 2 lst1 be arbitrary elements. Then, ~y 2 [~x]
if and only if jjxn � ynjjst1 = 0.

Proof. Let ~y 2 [~x] be an arbitrary sequence. Then, since ~x � ~y the set A = fn :
xn 6= yng has density zero. Hence, we also have for every " > 0,

�(fn : jxn � ynj � "g) = 0:
It means that " 2 Ust(jxn � ynj) and jj~x � ~yjjst1 � ". Since " is an arbitrary

positive real number, then
jj~x� ~yjjst1 = 0

holds. The converse can be proven following same steps. So it is omitted. �

Corollary 26. For all ~x; ~y 2 lst1, [~x] 6= [~y] if and only if jj~x� ~yjjst1 6= 0.

Remark 27. Let ~x 2 lst1 be an arbitrary element. If 8~y 2 [~x], then there exists a
set K � N such that �(K) = 1 and (~yn)n2K = (~xn)n2K .

Proof. From Theorem 11, there exist K1;K2 � N such that (~xn)n2K1
2 l1 and

(~yn)n2K2
2 l1 hold. Since ~y 2 [~x], then the set fn : xn 6= yng has density zero. So,

K3 := fn : xn = yng � N has density 1. If we consider K := K1 \K2 \K3, then it
is clear that �(K) = 1 and this gives that (~x)n2K = (~y)n2K holds. �

Remark 28. For ~z 2 lst1, let ~x and ~y 2 [~z]. If there exist x and y 2 l1 such that
x � ~x and y � ~y hold, then x � y.
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Proof. Since ~x; ~y 2 [~z], then ~x � ~z and ~y � ~z. So, ~x � ~y satis�ed. Therefore,
x � ~x; ~x � ~y and ~y � y gives that x � y. �

For given ~x 2 lst1 de�ne the set

E(~x) := fx 2 l1 : ~x � xg:

It is known that the set s (set of all sequences) is a group under the usual
sequence summation operation. For any given bounded sequences ~x; ~y the sequence
~x+ (�~y) is also bounded. So, the space l1 is subgroup of s.
To show lst1 is actually a subgroup of s we should ensure lst1 is closed under

summation operation and for any ~x 2 lst1 the sequence �~x is also belongs to lst1.
First statement is immediate a consequence of Lemma 24 and the second one is a
consequence of Lemma 14. Hence lst1 is subgroup of s.

Theorem 29. The quotient spaces ~lst1 and ~l1 are isomorphic.

Proof. De�ne a function f between ~lst1 and ~l1 as follows:

f : ~lst1 ! ~l1;

where f([~x]) = [x] such that x 2 E(~x):
To show f is well-de�ned let us consider any two sequences ~a and ~b in ~lst1. Then,

there exist ~x and ~y 2 lst1 such that a = [~x] and b = [~y] satis�ed.
If a = b, then [~x] = [~y] holds because � is an equivalence relation on s. Hence,

there exist x 2 E(~x) and y 2 E(~y) such that if x � ~y and y � ~x then x � y:
This means that [x] = [y] implies that f([~x]) = f([~y]), as a result of this we have

f(a) = f(b).
First implication follows from Theorem 11. Hence, f is well-de�ned. It is clear

that f is an homomorphism of groups.
We claim that f is also isomorphism. To show that f is injective, for any [~x]

and [~y] 2 ~lst1. If f([~x]) = f([~y]); then [x] = [y]. Therefore, x � y and this gives that
y � ~x and x � ~y from the de�nition of f and transtivity of �. Which is implies
that ~x � ~y and hence [~x] = [~y]. Therefore, f is an injective function.
Surjectivity of f follows from Theorem 1 which implies that the set E(~x) is

always nonempty for every element of lst1. Hence, there is always a sequence ~x of
lst1 such that ~x equivalent to some sequence x of l1 with respect to relation �.
For any given sequence x 2 l1, it can be constructed the mentioned sequence as

follows:

~xn :=

�
xn; n 6= pi ;
i; n = pi:

where i 2 N and pi denotes the i� th prime number.
Then, it is clear that ~x � x. Finally its convenient to say that f is an isomorphism

of groups.
So, the groups lst1 and l1 are isomorphic. �
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De�nition 30 (Convergence in jj:jjst1). A sequence ~x = (xn)n2N 2 lst1 is convergent
to x0 in the norm jj:jjst1 if

jjxn � x0jjst1 = 0

holds.

De�nition 31 (Cauchy sequence in jj:jjst1). A sequence ~x = (xn)n2N is called
Cauchy sequence in the norm jj:jjst1 norm if

jjxn � xmjjst1 = 0;

holds.

Theorem 32. Let ~x = (xn) 2 lst1 be a sequence and x0 2 R. Then, ~x = (xn)n2N
statistical convergent to x0 if and only if ~x = (xn)n2N convergent to x0 in jj:jjst1.

Proof. Assume that ~x = (xn) is convergent to x0 statistically. Then, for every
" > 0; the set A(n; ") = fn : jxn � x0j � "g has density zero. That is,

�(A(n; ")) = 0

holds. This implies that arbitrary " is a statistical upper bound of the sequence
(jxn � x0j)n2N. Hence,

Ust(jxn � x0j) = [";1)
and this implies that

inf Ust(jxn � x0j) = ":
since " > 0 is an arbitrary, then we have

jjxn � x0jjst1 = 0:

Now assume that jjxn � x0jjst1 = 0 satis�ed. So, inf Ust(jxn � x0j) = 0 holds. It
means that

�(fn : jxn � x0j �Mg) = 0
holds for everyM > 0. This is also true for any " > 0. Hence ~x = (xn) is statistical
convergent to x0. �

Theorem 33. A sequence ~x = (xn) 2 l1 is statistical Cauchy sequence if and only
if ~x = (xn) is Cauchy sequence in jj:jjst1.

Proof. Assume that ~x = (xn) is statistical Cauchy sequence. Then, for every " > 0,
there exists N 2 N such that any n;m � N the set

fn : jxn � xmj � "g
has density zero. That is;

�(fn : jxn � xmj � "g) = 0:
This implies that arbitrary " is a statistical upper bound of the sequence (jxn �
xmj)n;m2N. Hence, we have Ust(jxn � xmj) = [";1) and inf Ust(jxn � xmj) = ".
Since " is an arbitrary positive real number, then jjxn � xmjjst1 = 0.
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Now assume that jjxn � xmjjst1 = 0. From assumption inf Ust(jxn � xmj) = 0
holds. This implies that for every " > 0

�(fn : jxn � xmj < "g) = 0
must be hold. Hence, ~x = (xn) is statistical Cauchy sequence. �

Corollary 34. A number sequence ~x = (xn) convergent to x0 in jj:jjst1 if and only
if it is a Cauchy sequence in jj:jjst1.

Theorem 35. Let [~x] 2 ~lst1 be an arbitrary equivalence class. If ~x is statistical
convergent to x0 2 R, then all sequences ~y 2 [~x] are statistical convergent to x0.

Proof. Since [~x] 2 ~lst1 is statistical convergent to x0, then

jjxn � x0jjst1 = 0 (4)

holds. Now, let ~y 2 [~x] be an arbitrary sequence. It is also true that
jj~x� ~yjjst1 = 0: (5)

Following inequality

jj~y � x0jjst1 � jj~y � ~xjjst1 + jj~x� x0jjst1
with (4) and (5) gives that ~y = (yn) statistical convergent to x0 2 R. �

Corollary 36. If ~x 2 lst1 is not statistical convergent, then for all ~y 2 [~x] are not
statistical convergent.

In the following theorem, we will prove that the quotient space ~lst1 is a Banach
space with the norm produced by asymptotic density.
Without loosing generality we are going to use ~x = (xn) instead of equivalence

class.

Theorem 37. (~lst1; jj:jjst1) is Banach space.

Proof. Since it is given in Theorem 20 (i) that statistical bounded sequence space
~lst1 is already a linear vector space over real numbers, then we should verify only
here (~lst1; jj:jjst1) is complete space.
For this purpose, let (xn) 2 ~lst1 be an arbitrary Cauchy sequence in jj:jjst1. Note

that each element of (xn) is belongs to lst1. So, the sequence (x
n) can be express as

(xn) = (xn1 ; x
n
2 ; :::; x

n
k ; :::);

where xnk = (x
1
k; x

2
k; :::) for all n 2 N. Since (xn) is Cauchy sequence with the norm

jj:jjst1, then there exists N 2 N such that
jjxn � xmjjst1 = 0

holds for all n;m > N . Thus,

inf Ust(jxnk � xmk j) = 0:
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It means that for all " > 0,

�(fn : jxnk � xmk j � "g) = 0

holds. That is, for each k, the number sequences

(x1k); (x
2
k); :::

are statistical Cauchy sequence in R. Since statistical Cauchy sequence is statistical
convergent, then

st� lim
n!1

xnk = xk (6)

holds for all k 2 N.
Let ~x = (x1; x2; :::) be a sequence consists of all statistical limits of the sequences

(xnk ), respectively.
Now, we would like to show the sequence (xn) converges to ~x = (x1; x2; :::) and

belongs to the space ~lst1.
From (6), for all k 2 N and " > 0

�(fn : jxnk � xkj � "g) = 0

holds. This gives that
Ust(jxn � ~xj) = [";1)

and
inf Ust(jxn � ~xj) = 0

hold because of " is an arbitrary number. This gives that jjxn�~xjjst1 = 0. Therefore,
the sequence (xn) converges to the (~x) in jj:jjst1.
Also, following inequality

jj~xjjst1 � jj~x� xnjjst1 + jjxnjjst1
gives that ~x 2 ~lst1. �

4. Maximality of lst1 and Nonporosity of l1

To prove lst1 is maximal extension of the space l1, we are going to follow the
idea given by Fridy in [11]. Let�s give the following lemma:

Lemma 38. If (un) real valued sequence with un 6= 0 for in�nitely many n, then
there exists a sequence ~x = (xn) 2 lst1 such that

1X
n=1

unxn =1:

Proof. Let us consider increasing sequence (n(k)) of natural numbers such that

n(k) � k2 and un(k) 6= 0
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are satis�ed. Take into consider ~x = (xn) as

xn =

8<:
1

un(k)
; k = n(k);

3; k = n(k) + 1;
5; otherwise:

For M = 6, following inclusion

fk : jxkj � 6g � fn(k) : k 2 Ng
holds. Also, asymptotic density of the set fn2 : n 2 Ng is zero and this implies that
�(fn(k) : k 2 Ng) = 0. It means that ~x 2 lst1. But, for the sequence ~x

1X
n=1

unxn =
1X
k=1

un(k)xk =1

holds. �
Let T = (tn;k) be any summability matrix. For any ~x = (xk) 2 s, if (T ~x)n =

(
P1

k=1 tn;kxk) 2 l1, then ~x is called T bounded sequence. The set of all T -bounded
sequences space is denoted by lT1:

lT1 = f~x = (xk) 2 s : T (x)n 2 l1g:
From Lemma 38, in order to check a summability matrix include the statistical

extension of l1, it must be row-�nite.

Theorem 39. There is no row �nite matrix T = (tn;k) such that lT1 contains lst1.

Proof. Let T = (tn;k) which is any row �nite summability matrix and constuct a
sequence ~x as follows:
Choose a nonzero entry, tn(1);k0(1) 6= 0. Then, choose k(1) � k0(1) such that

tn(1);k(1) 6= 0 and tn(1);k = 0 for all k > k(1).
We can select an increasing sequence of row and column such that for each m,

tn(m);k(m) 6= 0; k(m) � m2

and
tn(m);k = 0; for all k > k(m):

Now we can choose ~x = (xk) as:

xk =

8<:
1

tn(m);k(m)
[m�

Pm�1
i=0 tn(m);k(i)xk(i)]; k = k(m);

k2; k = k(m� 1);
(�1)k; otherwise:

Then, ~x is not T -bounded sequence because

(Tx)n(m) = (1; 2; :::;m; ::) =2 l1:
But for any su¢ ciently large M > 0 we have

fk : jxkj �Mg � fk(m); k(m� 1) : m 2 Ng:
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Since fk(m); k(m� 1) : m 2 Ng � fm2;m2 � 1 : m 2 Ng, then it is a subset of
fm2 : m 2 Ng [ fm2 � 1 : m 2 Ng:

So, we have ~x = (xk) 2 lst1 because

�(fm2 : m 2 Ng [ fm2 � 1 : m 2 Ng) = 0:
�

Let us consider a function as :

dst1 : ~lst1x~l
st
1 ! [0;1)

with
dst1(~x; ~y) := jj~x� ~yjjst1:

Since jj:jjst1 is a norm on ~lst1, then d
st
1 is a metric on lst1. So, we can consider

(~lst1; d
st
1) as a metric space.

De�nition 40. [17] A set E in a Banach space X (or in a general metric space
X) is called porous if there is 0 < r < 1 such that for every x 2 E and every " > 0
there is a y 2 X with

0 < dist(x; y) < "

and
B(y; rdist(x; y)) \ E = ;:

In this case r is porosity of E in X. If such an r is not exist then E is called
non-porous in X.

Notion of porosity of a set E of a metric space X at a point x 2 X concerns the
size of �pores of E�near to x. Now we want to investigate whether l1 has pores
in lst1 or not.

Theorem 41. Bounded sequence space l1 is non-porous subset of lst1.

Proof. Assume that l1 is a porous subset of lst1 with r0 2 (0; 1). That is, 8~x 2 l1
and " > 0, there exists ~y 2 lst1 such that dst1(~x; ~y) < " and

B(~y; r0:d
st
1(~x; ~y)) \ l1 = ; (7)

holds. From Theorem 11, there is a sequence y 2 l1 such that ~y = y holds a:a:n.
Now, let�s take a sequence x = (xn) as

xn = yn +
r0:d

st
1(~x; ~y)

2
for all n 2 N. Then,

dst1(x; y) = inf U
st(jxn � ynj) =

r0:d
st
1(~x; ~y)

2

This calculation gives that x 2 B(~y; r0:d
st
1(~x; ~y)). This inclusion gives us a

contradiction beacuse of (7). Hence, bounded sequence space l1 is a non-porous
subset of lst1. �
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Theorem 42. The sequence space cst is non-porous in lst1.

Proof. Assume that cst is a porous subset of lst1 with r0 2 (0; 1). Then, for all
~x = (xn) 2 lst1; " > 0, there exists ~y 2 lst1 such that dst1(~x; ~y) < " and

B(~y; r0:d
st
1(~x; ~y)) \ cst 6= ;:

Denote r� := r0:dst1(~x; ~y) and consider a sequence ~y
� = (y�n) with y

�
n = yn +

r�

2 for
all n 2 N. It is clear that

dst1(~y; ~y
�) = inf Ust(jyn � y�n) = inf Ust(

r�

2
) =

r�

2
< r�

holds. Also ~y� = (y�n) 2 lst1. From Theorem 12, (~y�n) can be represented as

(~y�n) = (tn) + (zn)

such that (tn) 2 l1. Bolzano-Weierstrass Theorem gives that (tn) has a convergent
subsequence. Let us denote this sequence by (t�n). Since every convergent sequence
is statistical convergent, then (t�n) 2 cst. Now we must show that (t�n) belongs to
B(~y; r�). This holds from the fact

dst1(~y; t
�
n) = inf U

st(jyn � t�nj) � inf Ust(jyn � y�n) < r�:

�

5. Conclusion

In accordance with the purpose of the study, lst1 space covering cst and l1 spaces
was built and it was shown that the space lst1 is a lineer space and associated
quotient space is a statistical Banach space. At the end of the paper also shown
that lst1 does not di¤erent from the spaces l1 and cst although it covers them.
The results obtained in the study can be generalized by considering di¤erent

type of density on natural numbers such as logaritmic density, uniform density or
density produced by any summability matrixmethod.
Is it possible to �nd an extension of the space l1 such that equal to the space of

all sequences? Or is there any extension of l1 such that cardinality of complement
of this extension in s is �nite or a most countable.
Let T andM be two regular matrixes. Under which conditions extensions of the

space l1 corresponding to T and M can be compared?
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