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Abstract 

In this study, interval-valued optimization problems (shortly, interval optimization) are 
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1. INTRODUCTION 

 

Everybody can meet an optimization problem in life. The goal of the optimization problems is to find the 
best or worst of the options. When the coefficients of an optimization problems are real numbers, a scalar 

optimization problem crops out. However, there are uncertain situations as unexpected weather conditions 

or traffic. Then, these situations can be expressed by closed intervals. In this case, interval-valued 
optimization problems, which are also called uncertain optimization in some books or papers, arise. 

Recently, interval optimization has been gathering attention because these optimization problems have 

applications in engineering, mathematics, control circuitry design, economics, signal processing, global 
optimization, beam physics, orbits, constraint satisfaction, computer graphics, asteroid, robotics, behavioral 

ecology, etc. Also, these problems are generalization of scalar optimization problems and they are a special 

case of set optimization problems. More details about the interval optimization and its applications can be 

found in the following references. 
 

Methods like derivative, directional derivative, scalarization, vectorization, subdifferential, etc. are used to 

obtain solutions of optimization problems. Hernández and Rodríguez-Marín [1], Karaman et al. [2] and Xu 
and Li [3] obtained some scalarization methods for set optimization. The first vectorization in the 

optimization theory was used by Küçük et al. [4,5]. Jahn [6] and Karaman et al. [7] obtained some 

optimality conditions for set optimization by using vectorization. Jahn [8] and Karaman et al. [9] studied 

on optimality conditions for set optimization by using directional derivative. Hernández and Rodríguez-
Marín [10], Karaman et al. [11] Chen and Jahn [12] obtained some results for set optimization and vector 

optimization by using subdifferential, respectively. Wu [13] and Bhurjee and Padhan [14] obtained some 

optimality conditions for interval optimization by using duality. Also, Wu [15] and Chalco-Cano et al. [16] 
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used derivative to obtain solution for interval optimization. But, there is no study to obtain solution of 

interval optimization by using subdifferential. 
 

There is no natural order relation in order to compare two intervals. Then, some order relations are used to 

solve the interval optimization problem or compare two intervals. Researchers as Moore [17] and Ishibuchi 

and Tanaka [18] defined order relations. Since defined order relations are partial order relations, optimal 
element definitions used for partial order relation are used. Naturally, an efficient element of a family or 

solution of interval optimization can change when order relation changes.  

 
One of the aim of this study is to obtain some optimality conditions for interval optimization. 

Subdifferentials are used to achieve this aim. Two subdifferentials are defined and optimality conditions 

are obtained by using them. In this study, we use the order relation which is given by Moore in [17]. 

 

2. MATERIALS AND METHODS 

 

In this part, we recall some fundamental definitions which are used in the next section. 

Throughout this study, let the class of all bounded and closed intervals (or ranges) in ℝ be denoted by 𝕀𝐶 . 

An interval number in ℝ is described as follows: For 𝑎𝐿 ≤ 𝑎𝑈 

 

𝐴 = [𝑎𝐿 , 𝑎𝑈] = {𝑥 ∈ ℝ ∶ 𝑎𝐿 ≤ 𝑥 ≤ 𝑎𝑈} = {𝑥 ∈ ℝ ∶  ‖𝑥 −
𝑎𝐿 + 𝑎𝑈

2
‖ ≤

𝑎𝑅 − 𝑎𝑈

2
} 

 

where 𝑎𝐿 and 𝑎𝑢 are called lower and upper bounds of 𝐴, respectively. Every real number 𝑥 ∈ ℝ can be 

considered as a closed and bounded interval as [𝑥, 𝑥]. Let 𝐴 = [𝑎𝐿 , 𝑎𝑈] and 𝐵 = [𝑏𝐿 , 𝑏𝑈] be intervals in 𝕀𝐶  

and 𝑘 ∈ ℝ. Then, addition, difference of two intervals and scalar multiplication of an interval with scalar 𝑘 

are defined as: 

 

𝐴 + 𝐵 = [𝑎𝐿 , 𝑎𝑈] + [𝑏𝐿 , 𝑏𝑈] = [𝑎𝐿 + 𝑏𝐿 , 𝑎𝑈 + 𝑏𝑈], 
 

𝐴 − 𝐵 = [𝑎𝐿 , 𝑎𝑈] − [𝑏𝐿 , 𝑏𝑈] = [𝑎𝐿 − 𝑏𝑈 , 𝑎𝑈 − 𝑏𝐿] 
 
and 

 

𝑘𝐴 = 𝑘[𝑎𝐿 , 𝑎𝑈] = {
[𝑘𝑎𝐿 , 𝑘𝑎𝑈] 𝑖𝑓 𝑘 ≥ 0

[𝑘𝑎𝑈 , 𝑘𝑎𝐿] 𝑖𝑓 𝑘 < 0
, 

 

respectively. Also, we have  𝐴 − 𝐵 = 𝐴 + (−𝐵) and −𝐴 = −[𝑎𝐿 , 𝑎𝑈] = [−𝑎𝑈 , −𝑎𝐿] from the difference 

of two intervals. Moreover, difference of two same intervals may not be zero element. 

 

Let 𝑆 be a nonempty set. Then, interval-valued function (shortly, interval function) 𝐹: 𝑆 → 𝕀𝐶  is given by 

𝐹(𝑠) = [𝑓𝐿(𝑠), 𝑓𝑈(𝑠)] for all 𝑠 ∈ 𝑆 such that 𝑓𝐿(𝑠) ≤ 𝑓𝑈(𝑠). Also, 𝑓𝐿 and 𝑓𝑈 are called lower and upper 

bounded functions, respectively. 
 

Throughout the article,  𝐹: 𝑆 → 𝕀𝐶  is considered as an interval function and 𝑆 ⊂ ℝ𝑛 (𝑛 ≥ 1). An interval 

optimization is defined by 

 

(𝐼𝑉𝑂𝑃) {min(𝑚𝑎𝑥) 𝐹(𝑠)
𝑠 ∈ 𝑆

. 

 

In order to obtain the solution and weak solution of (𝐼𝑉𝑂𝑃), we need an order relation on 𝕀𝐶 . So, we use 

the following order relations: For 𝐴 = [𝑎𝐿 , 𝑎𝑈], 𝐵 = [𝑏𝐿 , 𝑏𝑈] ∈ 𝕀𝐶  

 

𝐴 ≼ 𝐵 ⟺ 𝑎𝑈 ≤ 𝑏𝐿 , 
𝐴 ≺ 𝐵 ⟺ 𝑎𝑈 < 𝑏𝐿 . 
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This order relation is defined by Moore [17]. These order relations are compatible with nonnegative scalar 

multiplication. But they aren’t compatible with addition. For example, although 𝐴 ≼ 𝐵, 𝐴 + 𝐶 ⋠ 𝐵 + 𝐶 

for 𝐴 = [3,4], 𝐵 = [5,6], 𝐶 = [−1,3]. ≼ is reflexive, transitive and antisymmetric relation, that is partial 
order relation. Any two intervals may not be compared according to these order relations because order 

relation ≼ is not a total order relation. For example, 𝐴 = [3,5] and 𝐵 = [4,6]. 
 

Now, we give some basic properties of order relations ≼ and ≺. These properties are used to prove the 

results in the next section. 

 

Proposition 1. Let 𝐴, 𝐵, 𝐶, 𝐷 ∈ 𝕀𝐶. Then, the following properties are hold: 

(i) 𝐴 − 𝐵 ⋠ 0 ⇔ 𝐴 ⋠ 𝐵 ⇔ −𝐵 ⋠ −𝐴, 

(ii) 𝐴 ≼ 𝐵 and 𝐶 ≼ 𝐷 ⇒ 𝐴 + 𝐶 ≼ 𝐵 + 𝐷, 

(iii) 𝐴 ≼ 𝐵 ⇔ 𝐴 − 𝐵 ≼ 0 ⇔ 𝐵 − 𝐴 ⊀ 0, 

(iv) 𝐴 ⋠ 𝐵 ⇒ 𝐴 − 𝐵 ⋠ 0, 

(v) 𝐴 ≺ 𝐵 ⇔ 𝐴 − 𝐵 ≺ 0, 

(vi) 𝐴 ⊀ 𝐵 ⇔ 𝐴 − 𝐵 ⊀ 0. 

 

Proof. The proof can be easily obtained from definitions of ≼ and ≺. 

 

We will use following definition to obtain efficient elements of (𝐼𝑉𝑂𝑃). 

 

Definition 1. Let 𝐹 ⊂ 𝕀𝐶  and 𝐴 ∈ 𝐹. Then,  

(i) 𝐴 is called a minimal (maximal) interval of 𝐹 if there isn’t any 𝐵 ∈ 𝐹 such that 𝐵 ≼ 𝐴 (𝐴 ≼ 𝐵) 

and 𝐴 ≠ 𝐵, 

(ii) 𝐴 is called a weak minimal (weak maximal) interval of 𝐹 if there isn’t any 𝐵 ∈ 𝐹 such that 

𝐵 ≺ 𝐴 (𝐴 ≺ 𝐵) and 𝐴 ≠ 𝐵. 

 

If 𝐹(𝑠0) is a minimal (maximal) interval of ℱ(𝑆) ≔ {𝐹(𝑠) ∶  𝑠 ∈ 𝑆}, then we say that 𝑠0 is a solution of 

(𝐼𝑉𝑂𝑃) or 𝑠0 is a minimal (maximal)  solution of (𝐼𝑉𝑂𝑃). Similarly, if 𝐹(𝑠0) is a weak minimal (weak 

maximal) interval of ℱ(𝑆), then we say that 𝑠0 is a weak solution of (𝐼𝑉𝑂𝑃) or 𝑠0 is called a weak minimal 

(weak maximal) solution of (𝐼𝑉𝑂𝑃). It is clear that every solution is also a weak solution of the problem. 

In the rest of the study, the set of all linear operators, which is defined from ℝ𝑛 into ℝ, are denoted by 

ℒ(ℝ𝑛, ℝ). 

 

3. RESULTS AND DISCUSSION 
 
In this section, two subdifferentials are defined. After some basic properties of subdifferentials are 

examined, optimality conditions are obtained for (𝐼𝑉𝑂𝑃). 

 

Definition 2. A linear operator 𝐿: ℝ𝑛 → ℝ is called a subgradient of 𝐹 at 𝑠0 ∈ 𝑆 if 𝐹(𝑠) − 𝐹(𝑠0) ≺ 𝐿(𝑠 −
𝑠0) for all 𝑠 ∈ 𝑆 ∖ {𝑠0}. The set of all subgradients of 𝐹 at 𝑠0 is called subdifferential of 𝐹 at 𝑠0 and denoted 

by 𝜕𝐹(𝑠0). 

 

Definition 3. A linear operator 𝐿: ℝ𝑛 → ℝ is called a weak subgradient of 𝐹 at 𝑠0 ∈ 𝑆 if 𝐹(𝑠) − 𝐹(𝑠0) ≼
𝐿(𝑠 − 𝑠0) for all 𝑠 ∈ 𝑆.  The set of all weak subgradients of 𝐹 at 𝑠0 is called weak subdifferential of 𝐹 at 

𝑠0 and denoted by 𝜕𝑤𝐹(𝑠0). 
 

It is clear that 𝜕𝐹(𝑠0) ⊂ 𝜕𝑤𝐹(𝑠0). The next example shows that the converse implication is not true in 

general. 

 

Example 1. Let interval function 𝐹: [−1,1] → 𝕀𝐶  be defined as 𝐹(𝑥) = [𝑥2 , 𝑥] for all 𝑥 ∈ [−1,1]. Then, 

we obtain 𝜕𝐹(0) = ∅ and 𝜕𝑤𝐹(0) = {1}. Although 𝜕𝐹(0) ⊂ 𝜕𝑤𝐹(0), we have 𝜕𝑤𝐹(0) ⊄ 𝜕𝐹(0). 
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Proposition 2. Let 𝑠0 ∈ 𝐾. Then, 𝜕𝐹(𝑠0) and 𝜕𝑤𝐹(𝑠0) are convex functions. 

 

Proof. We prove for 𝜕𝐹(𝑠0) and second part for 𝜕𝑤𝐹(𝑠0) is obtained similarly. Let 𝐿1, 𝐿2 ∈ 𝜕𝐹(𝑠0) and 

𝑡 ∈ [0,1]. Then, we get 𝐹(𝑠) − 𝐹(𝑠0) ≺ 𝐿1(𝑠 − 𝑠0)  and 𝐹(𝑠) − 𝐹(𝑠0) ≺ 𝐿2(𝑠 − 𝑠0) for all 𝑠 ∈ 𝑆 ∖ {𝑠0}. 

Because ≺ is compatible with nonnegative scalar multiplication, we have 𝑡𝐹(𝑠) − 𝑡𝐹(𝑠0) ≺ 𝑡𝐿1(𝑠 − 𝑠0) 

and (1 − 𝑡)𝐹(𝑠) − (1 − 𝑡)𝐹(𝑠0) ≺ (1 − 𝑡)𝐿2(𝑠 − 𝑠0) for all 𝑠 ∈ 𝑆 ∖ {𝑠0}. Then, we get 𝑡𝐹(𝑠) − 𝑡𝐹(𝑠0) +
(1 − 𝑡)𝐹(𝑠) − (1 − 𝑡)𝐹(𝑠0) ≺ 𝑡𝐿1(𝑠 − 𝑠0) + (1 − 𝑡)𝐿2(𝑠 − 𝑠0) from Proposition 1 (ii). This gives 

𝐹(𝑠) − 𝐹(𝑠0) ≺ 𝑡𝐿1(𝑠 − 𝑠0) + (1 − 𝑡)𝐿2(𝑠 − 𝑠0) = (𝑡𝐿1 + (1 − 𝑡)𝐿2)(𝑠 − 𝑠0) for all 𝑠 ∈ 𝑆 ∖ {𝑠0}. 

Hence, 𝑡𝐿1 + (1 − 𝑡)𝐿2 ∈ 𝜕𝐹(𝑠0) and 𝜕𝐹(𝑠0) is convex function. 

 

Proposition 3. Let 𝑡 ∈ ℝ+. Then, 𝜕(𝑡𝐹)(𝑠0) = 𝑡𝜕𝐹(𝑠0) for all 𝑥0 ∈ 𝑆. 
 

Proof. Since the order relation ≼ is compatible with nonnegative scalar multiplication, we get 

 

 

𝑡𝜕𝐹(𝑠0) = 𝑡{𝐿 ∈ ℒ(ℝ𝑛 , ℝ) ∶ 𝐹(𝑠) − 𝐹(𝑠0) ≺ 𝐿(𝑠 − 𝑠0), 𝑠 ∈ 𝑆 ∖ {𝑠0}}

                 = {𝑡𝐿 ∈ ℒ(ℝ𝑛, ℝ) ∶ 𝐹(𝑠) − 𝐹(𝑠0) ≺ 𝐿(𝑠 − 𝑠0), 𝑠 ∈ 𝑆 ∖ {𝑠0}} 

               = {𝐿 ∈ ℒ(ℝ𝑛, ℝ) ∶ 𝐹(𝑠) − 𝐹(𝑠0) ≺
𝐿

𝑡
(𝑠 − 𝑠0), 𝑠 ∈ 𝑆 ∖ {𝑠0}}

                    = {𝐿 ∈ ℒ(ℝ𝑛, ℝ) ∶ 𝑡𝐹(𝑠) − 𝑡𝐹(𝑠0) ≺ 𝐿(𝑠 − 𝑠0), 𝑠 ∈ 𝑆 ∖ {𝑠0}}  

= 𝜕(𝑡𝐹)(𝑠0).                                                                       

 

 

Proposition 4. Let 𝑠0 ∈ 𝑆. Then, the set 𝜕𝐹(𝑠0) is closed for all 𝑠0 ∈ 𝑆. 

 

Proof. If 𝜕𝐹(𝑠0) = ∅, then proof is completed. Assume that 𝜕𝐹(𝑠0) ≠ ∅ and 𝐿 ∈ 𝑐𝑙(𝜕𝐹(𝑠0)). We show 

𝐿 ∈ 𝜕𝐹(𝑠0). 

Suppose to the contrary that 𝐿 ∉ 𝜕𝐹(𝑠0). Then, there exists a 𝑠0 ∈ 𝑆 such that  𝐹(𝑠) − 𝐹(𝑠0) ⊀ 𝐿(𝑠 − 𝑠0). 

Since 𝐿 ∈ 𝑐𝑙(𝜕𝐹(𝑠0)) there exists a sequence 𝐿𝑛 ∈ 𝜕𝐹(𝑠0) such that 𝐿𝑛 → 𝐿. Because 𝐿𝑛 ∈ 𝜕𝐹(𝑠0) for all 

𝑛 ∈ ℕ, we have 

 

𝐹(𝑠) − 𝐹(𝑠0) ≺ 𝐿𝑛(𝑠 − 𝑠0) for all 𝑥 ∈ 𝑆 ∖ {𝑠0}. 

 

As interval 𝐿𝑛(𝑠 − 𝑠0) − 𝐹(𝑠) + 𝐹(𝑠0) is closed and bounded set, we get 𝐹(𝑠) − 𝐹(𝑠0) ≺ 𝐿(𝑠 − 𝑠0) for 

𝑛 → ∞. Hence, 𝐿 ∈ 𝜕𝐹(𝑠0). This is a contradiction. Therefore, 𝜕𝐹(𝑠0) is closed. 
 

Proposition 5. Let 𝐹, 𝐺: 𝑋 → 𝕀𝐶  be interval functions and 𝑠0 ∈ 𝑆. Then, 𝜕𝐹(𝑠0) + 𝜕𝐺(𝑠0) ⊂
𝜕(𝐹 + 𝐺)(𝑠0). 
 

Proof. Let 𝐿1 ∈ 𝜕𝐹(𝑠0) and 𝐿2 ∈ 𝜕𝐺(𝑠0). Then, we have 𝐹(𝑠) − 𝐹(𝑠0) ≺ 𝐿1(𝑠 − 𝑠0) and 𝐺(𝑠) − 𝐺(𝑠0) ≺
𝐿2(𝑠 − 𝑠0) for all 𝑠 ∈ 𝑆 ∖ {𝑠0}. From Proposition 1 (ii), we have 𝐹(𝑠) − 𝐹(𝑠0) + 𝐺(𝑠) − 𝐺(𝑠0) ≺
𝐿1(𝑠 − 𝑠0) + 𝐿2(𝑠 − 𝑠0), i.e. (𝐹 + 𝐺)(𝑠) − (𝐹 + 𝐺)(𝑠0) ≺ (𝐿1 + 𝐿2)(𝑠 − 𝑠0). Then, 𝐿1 + 𝐿2 ∈ 𝜕(𝐹 +
𝐺)(𝑠0), i.e. 𝜕𝐹(𝑠0) + 𝜕𝐺(𝑠0) ⊂ 𝜕(𝐹 + 𝐺)(𝑠0). 
 

Now, we give an existence condition of subdifferential of an interval function. 

 

Proposition 6. Let 𝑠0 ∈ 𝑆. If there exist a constant 𝐶 such that 

 

𝐶|𝑠 − 𝑠0| ⊊ 𝐹(𝑠) − 𝐹(𝑠0) 
 

for all 𝑠 ∈ 𝑆 ∖ {𝑠0}, then 𝜕𝐹(𝑠0) ≠ ∅. 

 

Proof. Assume that there is a constant 𝐶 such that 𝐶|𝑠 − 𝑠0| ⊊ 𝐹(𝑠) − 𝐹(𝑠0) for all 𝑠 ∈ 𝑆 ∖ {𝑠0}. Then, we 

have 𝐹(𝑠) − 𝐹(𝑠0) ≺ 𝐶|𝑠 − 𝑠0| for all 𝑠 ∈ 𝑆 ∖ {𝑠0}. Hence, we yield 𝐶 ∈ 𝜕𝐹(𝑠0) ≠ ∅ from definition of 
subdifferential. 
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In the rest of the study, we will give the optimality conditions for (𝐼𝑉𝑂𝑃). 

 

Theorem 1. Let 𝑠0 ∈ 𝑆. 𝑠0 is a minimal solution of (𝐼𝑉𝑂𝑃) if and only if 0 ∉ 𝜕𝐹(𝑠0). 
 

Proof. Assume that 𝑠0 is a minimal solution of (𝐼𝑉𝑂𝑃). Then, we have 𝐹(𝑠) ⋠ 𝐹(𝑠0)  for all 𝑠 ∈ 𝑆 ∖ {𝑠0}. 

By Proposition 1 (iv), we get 𝐹(𝑠) − 𝐹(𝑠0) ⊀ 0 for all 𝑠 ∈ 𝑆 ∖ {𝑠0}. So, 0 ∉ 𝜕𝐹(𝑠0). 

The other direction can be obtained similarly. 
 

Theorem 2. Let 𝑠0 ∈ 𝑆. If 0 ∈ 𝜕𝐹(𝑠0), then 𝑠0 is a maximal solution of (𝐼𝑉𝑂𝑃). 

 

Proof. Let 0 ∈ 𝜕𝐹(𝑠0). Then 𝐹(𝑠) − 𝐹(𝑠0) ≺ 0 for all 𝑠 ∈ 𝑆 ∖ {𝑠0}. From Proposition 1 (v), we get  𝐹(𝑠) ≺
𝐹(𝑠0) for all 𝑠 ∈ 𝑆 ∖ {𝑠0}. Hence, 𝐹(𝑠) ≼ 𝐹(𝑠0) for all 𝑠 ∈ 𝑆 ∖ {𝑠0} and 𝑠0 is a maximal solution of 

(𝐼𝑉𝑂𝑃). 

 

Corollary 1. Let 𝑠0 ∈ 𝑆. If 0 ∈ 𝜕𝐹(𝑠0), then 𝑠0 is a weak maximal solution of (𝐼𝑉𝑂𝑃). 

 

Theorem 3. Let 𝑠0 ∈ 𝑆. If 0 ∈ 𝜕𝑤𝐹(𝑠0), then 𝑠0 is a maximal solution of (𝐼𝑉𝑂𝑃).  

 
Proof. The proof can be obtained similar to Theorem 2 by using Proposition 1 (iii). 

 

Example 2. Let interval function 𝐹: [−1,1] → 𝕀𝐶  be defined as 𝐹(𝑥) = [𝑥2 , |𝑥|] for all 𝑥 ∈ [−1,1]. 
Consider the following interval optimization 
 

(𝐼𝑉𝑂𝑃) {
min(𝑚𝑎𝑥) 𝐹(𝑥)

𝑥 ∈ [−1,1]
. 

 

Let’s calculate subdifferential and weak subdifferential of 𝐹 at 0 and 1.  

 

𝜕𝐹(0) = {𝐿: ℝ → ℝ ∶ 𝐹(𝑥) − 𝐹(0) ≺ 𝐿(𝑥), 𝑥 ∈ [−1,1] ∖ {0}} 

= {𝑡 ∈ ℝ ∶ 𝐹(𝑥) ≺ 𝑡𝑥, 𝑥 ∈ [−1,1] ∖ {0}}              
= {𝑡 ∈ ℝ ∶ [𝑥2 , |𝑥|] ≺ 𝑡𝑥, 𝑥 ∈ [−1,1] ∖ {0}}       

= {𝑡 ∈ ℝ ∶  |𝑥| < 𝑡𝑥, 𝑥 ∈ [−1,1] ∖ {0}}               

 = ∅.                                                                               
 

Since 0 ∉ 𝜕𝐹(0), 0 is a minimal solution of (𝐼𝑉𝑂𝑃) from Theorem 1. 

 

𝜕𝑤𝐹(0) = {𝐿: ℝ → ℝ ∶ 𝐹(𝑥) − 𝐹(0) ≼ 𝐿(𝑥), 𝑥 ∈ [−1,1]} 

= {𝑡 ∈ ℝ ∶ 𝐹(𝑥) ≼ 𝑡𝑥, 𝑥 ∈ [−1,1]}           
= {𝑡 ∈ ℝ ∶ [𝑥2 , |𝑥|] ≼ 𝑡𝑥, 𝑥 ∈ [−1,1]}     
= {𝑡 ∈ ℝ ∶  |𝑥| ≤ 𝑡𝑥, 𝑥 ∈ [−1,1]}             
= ∅.                                                                  

 

𝜕𝐹(1) = {𝐿: ℝ → ℝ ∶ 𝐹(𝑥) − 𝐹(1) ≺ 𝐿(𝑥 − 1), 𝑥 ∈ [−1,1)}                  
= {𝑡 ∈ ℝ ∶ 𝐹(𝑥) − 𝐹(1) ≺ 𝑡(𝑥 − 1), 𝑥 ∈ [−1,1)}             
= {𝑡 ∈ ℝ ∶ [𝑥2 , |𝑥|] − [1,1] ≺ 𝑡(𝑥 − 1), 𝑥 ∈ [−1,1)}       
= {𝑡 ∈ ℝ ∶ [𝑥2 − 1, |𝑥| − 1] ≺ 𝑡(𝑥 − 1), 𝑥 ∈ [−1,1)}       
= {𝑡 ∈ ℝ ∶  |𝑥| − 1 < 𝑡(𝑥 − 1), 𝑥 ∈ [−1,1)}                      
= (−∞, 1).                                                                                   

 

Since 0 ∈ 𝜕𝐹(1), 1 is a maximal solution of (𝐼𝑉𝑂𝑃) from Theorem 2. 

 

𝜕𝑤𝐹(1) = {𝐿: ℝ → ℝ ∶ 𝐹(𝑥) − 𝐹(1) ≼ 𝐿(𝑥 − 1), 𝑥 ∈ [−1,1]}                    
= {𝑡 ∈ ℝ ∶ 𝐹(𝑥) − 𝐹(1) ≼ 𝑡(𝑥 − 1), 𝑥 ∈ [−1,1]}           
= {𝑡 ∈ ℝ ∶ [𝑥2 , |𝑥|] − [1,1] ≼ 𝑡(𝑥 − 1), 𝑥 ∈ [−1,1]}     
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= {𝑡 ∈ ℝ ∶  |𝑥| − 1 ≤ 𝑡(𝑥 − 1), 𝑥 ∈ [−1,1]}                   
 = (−∞, 0].                                                                                 

 

1 is a weak maximal solution of (𝐼𝑉𝑂𝑃) from Theorem 3 since 0 ∈ 𝜕𝑤𝐹(1). 

 

4. CONCLUSION 

In this paper, two subdifferentials are considered for interval optimization. Some basic properties including 

an existence condition are obtained. Also, optimality conditions are derived for corresponding problem. 
Results are explained by using examples. This method can be applied to other order relations on interval 

optimization. Some new methods as used in vector or set optimization can be improved. Moreover, this 

method can also be applied to the optimal control problems in [19,20]. 
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