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Abstract— Deep learning has become very popular in recent years. 

Great progress has been made in the task of classifying images with the 

development of deep learning. This research utilized the deep learning 

methods in TensorFlow to classify the bird and airplane images. In the 

first step, a general framework for the classification of deep learning 

images, an image classification network namely airplane images and bird 

images are built. Then, the images were randomly chosen from the 

Caltech-UCSD Birds-200-2011 and Caltech 101 datasets. To correctly 

classify airplane and bird images, a total of 1600 images used. The 1072 

images used to train the network and the 528 images used to test built 

deep learning network. The training phase lasts only 20 epochs to 

achieve 100% accuracy on the train set. The test data were classified as 

99.05%. Overall accuracy is 99.69%. This research has a certain 

importance to explore the use of cognitive systems approach in aviation 

safety. 
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1 .  I N T R O D U C T I O N  

N RECENT years deep learning has become a hot topic of 

research. In the area of artificial intelligence, image 

recognition, pattern recognition and autonomous driving deep 

learning have made significant progress. Deep learning has 

some benefits. These networks are independent of artificial 

features. Also, deep learning systems can learn adaptively. 

Thus the algorithm's reliability and versatility are greater than 

the conventional approach of image processing. Convolutional 

Neural Networks (CNNs) are a special type of deep learning 

models widely used in areas such as image classification [1] 

and natural language processing [2]. Before deep learning 

architectures, conventional artificial neural networks were 

used to determine what features an image contains. To achieve 

this, the image is transformed into a column or row vector and 

given to the system input. In this type of structure, many 

features are composed of side-by-side pixel values. However, 

the human perception system looks at corners, lines and 

rounded shapes to perceive an image. When an image is 

flattened and brought into a row or column vector, all the fine 

details disappear. It is almost impossible to try to solve this 

structure, which is difficult to perceive even by perfectly 

functioning human intelligence, using machine learning 

techniques. CNNs has been developed as a solution to this 

problem. CNNs use feedforward structure. Unlike 

conventional artificial neural networks, it has convolution and 

pooling layers for feature extraction and reducing the size of 

the input image, respectively. Using both layers, important 

features in the image can be extracted. 

This research utilized the deep learning methods in 

TensorFlow [3] to classify the bird and airplane images. 

Firstly, the residual network, a general framework for the 

classification of deep learning images, an image classification 

network namely airplane images and bird images are built. 

Then, the Caltech-UCSD Birds-200-2011 [4] and Caltech 101 

[5] datasets are used to train and validate the neural network. 

To correctly classify airplane and bird images, total of 1600 

images consists of birds and airplanes used. The split rate of 

the network is 0.33. The 67% of images (1072 images) used to 

train the network. The %33 of the images (528 images) used 

to validate the network. The training phase lasts only 20 

epochs to achieve 100% correctness and the test data were 

classified as 99.4%.. Although they have similar structures, 

aircraft and bird images have been successfully distinguished 

from each other. This research has a certain importance to 

explore the use of cognitive systems approach in aviation 

safety. 

 

2 .  D A T A S E T  

Caltech-UCSD Birds-200-2011 [4] and Caltech 101 [5] 

datasets used for train and test steps. Total of 1600 images is 

chosen from the dataset that has various sizes. These images 

are labelled as airplane image, and the bird image (Figure 1). 

All dataset images are divided into two sets. The training set 

consists of 1072 images and the test set consists of 528 

images. Firstly, to train the weights of the built CNN, a 

training set is used. The validation set is randomly chosen 

from the set to confirm the model's generalization ability. 

Therefore, the model weights are selected to be saved on the 

validation data according to the value of the loss function. 

Finally, at the test step, the saved weights of the trained model 

are used to give decisions about the class on the test set. 

 

 

Fig.1. Sample airplane (a) and bird (b) images used for a classification task. 
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3 .  T O O L S  A N D  N E T W O R K  M O D E L  
3.1. Development Environment 

In this study, CNN using TensorFlow application was 
performed on GPU using Python language in Anaconda 
environment. The calculations on the GPU have been 
performed via the Nvidia CUDA library. CUDA acceleration 
package and cudacnn are installed, and then some related 
OpenCV-Python, TensorFlow, Scikit-learn and Keras 
packages are installed. Proposed network has been trained on 
the Nvidia GeForce GTX 1070 8GB 256-bit graphic card that 
has 1920 CUDA cores. 
Python programming language provides an easy way to solve 
the problems with coding flexibility [6]. Python is a platform-
independent, less time-consuming scripting language [6]. It is 
a high level interpreted. Many developers use Python for 
developing easy to code programs. ABC language was popular 
but shortly after arriving on the market Python took its crown. 
Python language is a dynamic language and it has garbage 
collection mechanism.   
The Scikit-learn library is widely using for modelling with 
data mining and data analysis. The Scikit-learn, NumPy, 
matplotlib, and SciPy libraries contain simple tools for 
machine learning classification, regression and clustering tasks 
[7]. Supervised learning algorithms, non-supervised learning 
algorithms, feature extraction and cross-validation are some 
features of this library. 
Sample Python code for proposed CNN is given below. 

model.add(Convolution2D(kernel_size=3, strides=1, 

filters=32, padding='same', activation='relu', name='conv1', 

input_shape=input_shape)) 

 

model.add(MaxPooling2D(pool_size=2, strides=2)) 

… 

model.add(Dense(num_classes, activation='softmax')) 

 

model.add(Dropout(0.8)) 

 

model.add(Dense(num_classes, activation='softmax')) 

 

optimizer = adam(lr=0.001, beta_1=0.9, beta_2=0.999, 

epsilon=1e-08, decay=0.0) 

 

model.compile(optimizer=optimizer, 

loss='categorical_crossentropy', metrics=['accuracy']) 

 

hist = model.fit(X_train, y_train, batch_size=64, 

epochs=num_epoch, verbose=1, validation_data=(X_test, 

y_test), shuffle=True) 

 

3.2. Convolutional Neural Networks (CNNs) 

CNNs are feedforward neural networks. In feedforward neural 

networks, the signal flows over a network without loops [8]. A 

typical CNN model consists of convolutional, activation, 

pooling, fully connected, and output layers. The convolutional 

layer has a function composed of multiple convolutional 

kernels. Each kernel symbolizes a linear function in matching 

kernel [8]. In the pooling layer, a layer by layer down-

sampling non-linear function used for aiming at reducing 

progressively the size of the feature representation. A fully 

connected layer can be considered a type of convolutional 

layer. The kernel size of fully connected layers is  1 ×1. To 

compute the probabilities of input image belonging to which 

classes, the output or prediction layer is often used at the last 

fully connected layer. 

The proposed CNN consists of eight layers. The first, third 

and fifth layers are the convolution layers where the basic 

features of the image detected. The second, fourth and sixth 

layers are the pooling layers, which reduces the image size by 

half. In convolution layers, more detailed information about 

the image was tried to be obtained by using 32,64 and 128 

filters of size 3x3 in first, third and fifth layers respectively. 

The seventh layer is a fully connected (dense) layer in which 

all neurons are connected together. Immediately after this 

layer, unnecessary nerve cells were deleted using a 0.5 

dropout value in order to prevent overfitting problem. The 

eight and last layer determines which results will be included 

in the class of airplanes or birds from the previous layers. One 

of the activation functions the Rectified Linear Unit (ReLU) 

[9] is used in the first, third, and fifth layers of the convolution 

layers. The ReLU function used in conjunction with other 

layers. ReLU activation function has become the most 

commonly used in deep learning networks and more popular 

than logistic sigmoid and hyperbolic tangent functions [10]. In 

this study, ReLU function used as an activation function. The 

ReLU is,  where x is the input value to the ReLU function, 

formulated as follows,   

𝑓(𝑥) =  𝑚𝑎𝑥(0, 𝑥)                                   (1) 

It truncates all negative values input to zero. Only half of the 

ReLUs is activated when used in combination with a batch 

normalization layer. Therefore at a given time, it results in 

sparse activations. The Softmax activation function used in the 

eight-layer. 
 

 
Fig.2. Framework of proposed CNN.  

 

 

TABLE I 

PARAMETERS OF PROPOSED CNN 

Layer name Layer Parameters 

Input Image 128x128 pixels 

Conv1 Kernel size=3, strides=1, filters=32x32, ReLU 

Maxpooling Pool size=2, strides=2 

Conv2 Kernel size=3, strides=1, filters=64x64, ReLU 

Maxpooling Pool size=2, strides=2 

Conv3 Kernel size=3, strides=1, filters=128x128, ReLU 

Maxpooling Pool size=2, strides=2 

Dense layer Neuron size=128, ReLU, Dropout=0.8 

Output Average pooling, fully connected 2 class, Softmax 
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3.3. Categorical Cross-Entropy Loss Function 

Categorical Cross-Entropy Loss Function, also called Softmax 
Loss function, consists of Softmax activation and Cross-
Entropy loss functions. When this function used, CNN has 
trained to output a probability over the classes for each image. 
Equation (2) and Equation (3) shows Softmax output and 
Categorical Cross-Entropy loss functions. 

                           𝑓(𝑆)𝑖 =
𝑒𝑆𝑖

∑ 𝑒𝑆𝑗𝐶
𝑗

.                                  (2)   

 

                           𝐶𝐸 = − ∑ 𝑡𝑖𝑙𝑜𝑔(𝑓(𝑠)𝑖)

𝐶

𝑖

.                           (3)   

4 .  T R A I N  A N D  T E S T  C N N  

4.1. Train the CNN Architecture 

Adam [11] is selected as an optimization algorithm. The initial 

learning rate of Adam algorithm is set to 0.001. The batch size 

is chosen 64 for the Nvidia GTX1070 graphic card. The 

network model has trained 20 epochs. At the training step, 

data augmentation is used by the function generator in Keras. 

The model checkpoint class is used to select optimal model 

weights with respect to the validation loss value. Figure 3 

shows train loss and validation loss values for 20 epochs. 

Figure 4 show train accuracy and test accuracy curves. 

 
Fig.3. The train and validation loss curves of proposed CNN. 

 

Fig.4. The train and validation accuracy curves of proposed CNN. 

4.2. Test Result 

After the CNN trained, the generalization ability of the trained 

model should be evaluated. To achieve this the test set which 

consists of 240 airplane images and 288 bird images is used. 

For the evaluation of the proposed CNN, we assumed the class 

containing airplane images as the positive class, and therefore 

the accuracy, sensitivity, and specificity are computed with 

reference to this. We report the definitions for these 

parameters, just for clarity. 

 

 True Positive (TP) is the number of airplane images 

correctly classified; 

 True Negative (TN) is the number of bird images 

correctly classified; 

 False Positive (FP) is the number of bird images 

incorrectly classified as airplane image; 

 False Negative (FN) is the number of airplane images 

incorrectly classified as bird image. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

(𝑇𝑃 + 𝑇𝑁) + (𝐹𝑃 + 𝐹𝑁)
= 1 − 𝑒𝑟𝑟𝑜𝑟 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑟𝑎𝑡𝑒 =
𝐹𝑃

𝑇𝑁 + 𝐹𝑃
= 1 − 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 

 

 

Table II shows true and predicted labels after the prediction 

step on the test set. The sensitivity and specificity are two 

indexes generally used to evaluate the performance of the 

classifier. Table II is also called the confusion matrix.  

 

 
Error rate and accuracy are can be obtained from the confusion 

matrix. The error rate is calculated by dividing the number of 

all false estimates by the total number of the data set. The best 

worst error rate is 1, the best is 0. Accuracy is calculated by 

dividing the number of all correct estimates by the total 

number of the data set. The worst accuracy is 0, the best is 1. 

It can be calculated with (1–error rate). Sensitivity is 

TABLE II 

TEST RESULTS 

  Predicted label 

 
 

Airplane 

(Positive) 

Bird 

(Negative) 

T
ru

e 
la

b
el

 

Airplane 

(True) 

237 

(True Positive) 

3 

(False Negative) 

Bird 

(False) 

2 

(False Positive) 

286 

(True Negative) 
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calculated by dividing the number of true positive predictions 

by the total positive number. This is called a recall or true 

positive rate (TPR). The worst sensitivity is 0, the best is 1. 

Specificity is calculated by dividing the number of correct 

estimates by the total number of negatives. This is also called 

true negative rate (TNR). The worst specificity is 0, the best is 

1. Sensitivity is calculated by dividing the number of true 

positive predictions by the total positive predictions. This is 

called a positive predictive value (PPV). The worst precision 

is 0, the best is 1. The false-positive ratio is calculated by 

dividing the number of false-positive predictions by the total 

number of negatives. The worst false positive rate is 1, the 

best is 0. It can also be calculated as (1–specificity). 

 

Table III shows the discrimination ability of the proposed 

convolutional neural network overtraining and testing steps. 

Also, whole datasets are shown in the table in terms of 

accuracy, sensitivity and specificity. The whole dataset split 

by 0.33 split ratio. 

 

 
 

Figure 5 is an example for wrongly classified and labelled 

airplane image with 97.42% probability. This image is a bird 

image and for the human optical system, it has different 

properties. CNN decreases this image size at every max-

pooling step. If we zoom out enough we see it looks like a 

plane because of the wingspan.  

 

 
 

Fig.5. Misclassification of bird image at proposed CNN. 

5 .  C O N C L U S I O N S  

In this paper, based on binary image classification, airplane 

and bird classification model is built. Then, equally chosen 

1600 airplane and bird images are divided into two sets, train 

and test. The optimal model weight selected is done by the 

loss value of the validation set. Finally, the accuracy of the 

trained model has 99.16% precision and 98.75% sensitivity 

ratios. This study valuable for exploring the application of 

deep learning method in optical early bird detection systems 

for aviation. 
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TABLE III 
DISCRIMINATING ABILITY OF THE PROPOSED CNN CLASSIFIER 

 Training Set Testing Set Whole Data 

Accuracy 100% 99.05% 99.69% 

Sensitivity 100% 98.75% 99.59% 

Specificity 100% 99.30% 99.77% 

Precision 100% 99.16% 99.72% 
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