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Abstract: In this study, we have given an iterative inverse method (IIM) to compute the
inverse of a perturbed matrix A+D and an iterative inverse algorithm (IIA) based on
IIM. IIM is also used to control the regularity of any square matrix 4 and to compute its
inverse taking 4 = [ + D, where [ is unit matrix. We have also given numerical
example using I1A.
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PERTURBE MATRISLER ICIN ITERATIF TERS ALGORITMASI

Ozet: Bu ¢alismada, 4+D matrisinin tersini hesaplamak igin iteratif ters metodu (IIM)
ve IIM iizerine kurulan iteratif ters algoritmasi (ITA) verildi. IIM, / birim matris olmak
tizere, A = [ + D alarak 4 matrisinin regiilerligini kontrol etmek ve tersini hesaplamak
icin de kullanilir. Ayrica, IIA kullanilarak niimerik 6rnekler verildi.

Anahtar kelimeler: Pertiirbe matrisin tersi, Shermann- Morrison formiilii, iteratif ters
algoritmas.

1. INTRODUCTION

Studying on solution of the systems of linear algebraic equation AX = f is a classical
problem which is important in both linear algebra and applied mathematics. Since the
solution of given system is X = 4™' f, where 4 is nxn-regular matrix, X and f are n-
vectors, the solution of perturbed system as (4+D)Y = £ is also

Y=(4+D)f (1.1)

where D is nxn -perturbation matrix such as matrix (4+D) to be regular. Therefore, it
has to be noted that calculating inverse of the perturbed matrix 4+D is important.

For U, V-nxk matrices and D = UV", the inverse of matrix (4+D) can be computed by
Shermann-Morrison-Woodbury formula

A+ ury'=a'-A'va+ vV'a'uy'v'a’,
where matrix (I+ V'A'U) is regular (GOLUB & VAN LOAN 1991).
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It is well known that matrix C"' is given to be C'= 4™ — C'(C-4)4™" which shows how
the inverse changes as the matrix changes(GOLUB & VAN LOAN 1991, BULGAK &
BULGAK 2001). This identity can be rewritten as

A+Dy'=4"'— A4+ D4 (1.2)

by taking C = 4 + D where D-invertible matrix. A variant of Sherman Morrison
formula was given in (HOUSEHOLDER 1953, BULGAK 2003) as follows,

a
ToaG_ (G, )Gy, (1.3)

qap

(A+aE,)' =4 -

where 1+aG,, # 0, a is a scalar, (G;,) - p™ column vector of matrix 4, (G,) - ¢™ row
I i=p,j=q

vector of matrix 4™ and E,,= (¢;) ; e;= .
0 otherwise

A modification of (1.3) is given for the symmetric matrix 4 as follows,

(A+aEptaEy,)' =8- —2 (S, )(Sy), (1.4)
1+a8

Pq

where S = (4+aE,,)"', 1+aS,,# 0 and S,, = G 2 GG (AYDIN 2004).

rq

1+aG,, e
Therefore, for a non-symmetric matrix, the formula (1.4) can be written simply as
(A+aEp+bEn)" =5- —2(S,)(Sy). (1.5)
1+5S,,
a

G G . Wenote

np = qm

where S = (4 +aqu)'], 1+b6S,,# 0, b - scalar and S,,,, = G -

nm

I+aG
qp
that the formulas (1.4) and (1.5) are only depend on the elements of matrix 4™

In (CHANG 2006), the inverse of matrix (4+D) is given taking A™ = B as follows,
(A+D)Y'= B— B(I+ DB)'DB = B— BD(I+BD)'B. (1.6)

Thus, author of (CHANG 2006) has said that the formula (1.2) is not feasible for
computing the matrix (4+D)" because both matrices D and (4'+D) are regular
matrices and therefore, the regularity requirement of matrix D is removed by courtesy of
the formula (1.6). In addition, the matrices D and B have been partitioned in (CHANG

20006) to be
D 0 B B, ~_(B B
D: , B: al'ld B: 9 §:(§ B2 ))
0 Bl B3 Bl

where D is formed through by the selected rows and columns scattering non-zero

(e)

elements within D, the element positions of B are the transport elements positions of
D. With respect to the partitions of matrices D and B, the formula (1.6) has been
rewritten as

(A+D)y'=B-B(I+ DB)'DB=B- B

]

I+

IS
IS

)'B. (1.7)
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In this equality, it has been used the inverse of matrix (/+D B) (or (I+B D)) for
computing the matrix (4+D) ~'. Computing inverse process needs any procedure to
control the regularity of and compute the inverse of matrix (/+D B) instead of the

requirement regularity of matrix D. So in fact, we should emphasize that the formula
(1.7) (or (1.6)) is not feasible as (1.2), too. Even though the regularity of matrix

(I+ D B) is guaranteed, order of matrix (/+ D B) for D = D is same as order of matrix

A. In this case, computation of the matrix (/+ D B)" costs as much computation of the
matrix (4+D) . In addition to these, the formula (1.7) is equal to the formula (1.3) for
D= (d) where d is a scalar.

We have given an iterative inverse method (IIM) which computes the inverse of a
perturbed matrix 4+D in Section 2 and an iterative inverse algorithm (IIA) based on
this method in Section 3 and also numerical example using this algorithm in Section 4.

2. ITERATIVE INVERSE METHOD (I1IM)

Let matrix 4 is perturbed by matrix D. Any matrix D = (dj) can be written in form of
N N
D= 21: Z‘; d;E; .
=1 j=

If (4+D) is regular and matrix 4™ is known, there are two situations to compute the
inverse of matrix (4+D).

i. Fork, r = 1(1)N, [=(k-1)N+r and Ag =4,
A= (Ap+diEr)”

d,, ] )
gt (b)) o

k r
where 4;=A4+) > d,E; and 1+d,, (A,’_l1 )rk # 0. The formula (2.1) has been obtained

i=1 j=I

by applying (1.5), successively. Notice that A;'= AI'\;Z =A+D for ky=N.

ii. In case of 1+d,,, (A;l)an 0 for some elements d,,, of D, the inverse of the matrix
(AstdpgEpy), Which composed of the element dp, of D such that 1+d ,, (A;J )qp;t 0, 1s
computed by

-1 41 d -1 -1
(AstdpEpy) =A4; - m ((As )ip) ((As )q/' )’

where the matrix A is the last matrix which has been computed using the formula (2.1).
It has been continued the same procedure until the matrix 4+D is obtained. If there is

not an element dy,; of D such that 1+d (AS'1 )qp # 0, then the matrix 4+D is singular.
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Note. IIM also can directly be used to control the regularity of any square matrix 4 and
compute the inverse matrix if the matrix A4 is regular.

3. ITERATIVE INVERSE ALGORITHM (I1A)

Input. A = (a;) —regular matrix, At=G= (Gy) — inverse matrix, D = (d;) perturbation
matrix.

Step 1. Compose the set D(0) which consists of non-zero elements of D. Let m is
number of elements of set D(0).

Step 2. k=1(1)m;

2.1. Find an element of D(k-1) such that 1+d;G'™" =0, where G”=G=4"; let

djj = dyq. If there is not an element dy,; of D such that 1+d (A;,l )qp # 0, go to Output 2.
2.2. Compute A(k) = A(k-1)+ dpg Epq 5 get A(0) = A4, Epy = (ey).

d
(k) — (k-1) (k=1) (k=1)
2.3. Compute G = G- o d ”Z;(k_l) (Gl.p ) (qu )

prq —4qp
2.4. Constitute D(k) = D(k-1) - { dp,; }; D(m) = D.
Output 1. (A+D)" = G™.
Output 2. The matrix (4+D) is singular.

4. ILLUSTRATIVE EXAMPLE

In present section, let us give an example which shows how the inverse of perturbed
matrix and inverse of any given matrix A can be computed by applying IIA.

1 0 -1 2 0 -1
Input. Let[=T'=G and D=|0 0 0 |[;4=|0 1 0 |=I+ D.
1 0 -2 1 0 -1

Step 1. D(O) = {d11: 1, d13 = -1, d31 = 1, d33 = -2} and m = 4.
Step 2. k=1(1)4;

2.1.1. For k=1, d\1€D(0), 1+ dy; G = 1+1x1 =2 %0 = d,, = di1.

2 00
2.1.2.A(1):A(0)+d11E11:]+E11: O 1 O .
0 0 1
1/2 0 0
d
213.6V=G9- —21_(GY)(GY)=| 0 1 0].
1+d11G1(?) ( il )( 1) ) 0 0

2.1.4.D(1)=D(0) - { du} = {diz=-1,d3=1,ds3 =-2}.
2.2.1. For k=2, di3eD(1), 1+ d13GY) = 1-1x0 =12 0 = d,, = d13.
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2 0 -1
222.42)=A()+dizEz=|0 1 0
00 1
1/2 0 1/2
d
223.6%=¢V. —8B _(G")G{)=] 0 1 0
1+d13G3(11)( il )( 3,1) O O 1

22.4.DQ2)=D()-{ d,}={ds =1,ds="-2}.
2.3.1. For k=3, d31€D(2), 1+d51GS =1+1x(1/2)=32# 0 = d,, = ds .

2 0 -1
232.43)=AQ)+ dsEx =0 1 0
10 1

1/3 0 1/3

233.69=69-— B __(G2)G)=] 0 1 0
1+d,GY /

~1/3 0 2/3

23.4.D3)=DQ2)-{ dy,} = { d33=-2}.
2.4.1. For k=4, d3eD(3), 1+ d33 G = 1-2x(2/3) =-1/3 £ 0 = d,y = ds3..

2 0 -1
242.A4)=A3)+d3Ez=|0 1 0
1 0 -1
1 0 -1
4 — ~3) d33 (3) 3)) _
243.69=6Y-—5__(GP)(GY)=|0 1 0
1+d,,Gy; ’
1 0 -2
2.44.D(m)=D@)=D@3)-{ dy, } =D.
1 0 -1
Output 1. A'=I+DY'=G¥=|0 1 0 | is obtained.
1 0 -2

5. CONCLUSION

The formulas (1.7) (or (1.6)) and (1.2) can not compute directly the inverse of a
perturbed matrix. These formulas need some usual matrix inversion method. IIM (IIA)
computes directly the inverse of a perturbed matrix without using any matrix inversion
method. IIM (IIA) also can be used directly to compute the inverse matrix and to
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control the regularity of any square matrix 4 taking A = I + D, where [ is unit matrix.
IIM (ITA) can be applied manually or using computer programming. There is an
argument that ITA based on IIM.
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