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Abstract: In this paper, the notion of statistical convergence, which was introduced by

Steinhaus (1951), was studied in R™;and some concepts and theorems, whose
statistical correspondence for the real number sequences were given, were carried to

R™. In addition, the concepts of the statistical limit point and the statistical cluster point
were given and it was mentioned that these two concepts were’nt equal in Fridy’s study

in 1993. These concepts were given in R™ and the inclusion correlation between these
concepts was studied.
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SONLU BOYUTLU UZAYLARDA iSTATISTIKSEL YAKINSAKLIK
UZERINE

Ozet: Bu makalede Steinhaus (1951) tarafindan verilen istatistiksel yakinsaklik kavrami
R"” de incelenip, reel say1 dizileri igin istatistiksel benzerleri verilen bazi kavram ve

teoremler R" e tagmmustir. 1993°de Fridy tarafindan yapilan caligmada istatistiksel
limit noktasi ve istatistiksel yigilma noktast kavramlari verilip bu iki kavramin birbirine

denk olmadigindan bahsedilmistir. Bu kavramlar R” de verilip aralarindaki kapsama
bagintis1 incelenmistir.

Anahtar kelimeler: Istatistiksel Yakisaklik, Istatistiksel Sinirlilik, Istatistiksel Cauchy
Dizisi, Istatistiksel Limit Noktasi, Istatistiksel Y1gi1lma Noktasi.

1. INTRODUCTION

The concept of statistically convergence was first given at a conference Wroclaw
University by STEINHAUS (1951) in 1949. This concept was introduced by FAST
(1951), BUCK (1953) and SCHOENBERG (1959) for real and complex sequences.
MADDOX (1988) extended the concept for sequences in any locall convex topological
vector spaces. A relation was constructed between statistical convergence and
summability by FRIDY (1985), SALAT (1980), CONNOR (1985), MADDOX (1988),
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RATH & TRIPATHY (1994). The concept of a statistical Cauchy sequence was studied
by FRIDY (1951), RATH & TRIPATHY (1994). The notations of statistical limit and
statistical cluster points were given by FRIDY (1993). FRIDY (1985) and CONNOR
(1988) introduced different expressions of the Decomposition Theorem for statistical

convergence. Statistical convergence in R"  was studied by PEHLIVAN &
MAMEDOV (2000).

Statistical convergence is a type of convergence which is based on the natural density of
positive integers. First of all let us define the concept of natural density and mention a
few characteristics of it. If Kis a subset of N, the set of K, is defined as

{k eK:k <n}. |K 0 | shows the cardinality of K. According to this, the numbers

5(6) = timint oL 5(8) = imsup %!
n

n—>x0 n n—ow

are called the lower and upper asymptotic density of K, respectively. If there exists the

K|

limit 5(K)=1im—, then 5(K ) is said to be the asymptotic density of K and
n—o0 n

§(K ) =0 (K ) = E(K ) Clearly, finite sets have zero density and o0(K‘)=1-0(K),
. whenever either side exists and K = N/K . If {xn( j)} is a subsequence of x = (x, )and
x=(x,) and K ={n(j): j € N} then we abbreviate{x,, {by {x},. If5(K)=0,{x}, is
called a subsequence of density zero, or a thin subsequence. On the other hand , {x} c1sa

nonthin subsequence of x_ if K does’nt have density zero. It should be noted that
{X}K is a nonthin subsequence of x_ if either §(K) is a positive number or K fails to

have natural density. Now, we can define the concept of statistical convergence. The
real number sequence x = (xk) is statistically convergent to the number L provided that

for each £ >0,
lifn%‘{k eN: |xk —L| > g}( =0
Le.
|xk —L| <& fora.ak.
In this case we writest —limx, = L. x = (x, ) is called a statistical Cauchy sequence if,

for each & > (), there is a positive integer N = N(&)such that
liml‘{k <n: |xk —xN| > g}( =0.
"R

The concept of statistical convergence in R”, is defined as follows.

Definition 1. Let (x, )= (f ]") be a sequence in R™. When taken as
1
m 2
)| Slet -5 ) | i

Sk < N1 d(x, .x)2 £))=0
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d(x,,x)< e, fora.ak,
the sequence of (xk) is a statistically convergent to x = (cfj ) and denoted by
st —limd(x,,x)=0.

Example 2. Let us define the sequence of (x, )= (§ j") in R" for1<j<m

as
0 , if jand k square
()= .
Y ]: , otherwise

In case ¢ :%and (x) = (fj)= (1,2,3,...,m), the set is

{keN:d(x,,x)>e}={.49,]6,.}.
The density of this set is as follows:
S({keN:d(x,,x)>e})=6({1,49.16,.})=0.

From this point we can say that the sequence of (xk ) = (5/" ) is statistically
convergent to (x)= (cf i ) However, since the set of {ke N:d(x,,x)> ¢}

includes an infinite number of elements, here doesn’t exist ordinary
convergence.

Theorem 3. (x,)= (§jk) and (y,)= (77;‘ )..in R", are two sequences which are
convergence to (x) = (f i ), (y) = (77 ; ), respectively. Then,

(@) (x,)+ ()t x+y

(i) (xk )_(J’k )ﬂ xX=-y

Proof. (i) For 1 < j <m since (xk ) = (cf Jk ) is statistically convergent to

(x)= (fj), as A= {k cd(x,,x)> g} for each & > 0 is §(4)=0. Similarly, since

(yk ) = (77;‘) is statistically convergent to (y) = (nj),_ as B= {k : d(yk,y) > %} the
density is 5(B)=O.,Now, we prove that for each ¢ >0, the density for the set
C=1{k:d(x, +y,x+y)}>e is 5(C)=0. And to do this, it’s sufficient to show
Cc AUB. We take ne(C,, d(xn +yn,x+y)28 i1s obtained for each ¢>0. We
suppose ng AUB. In this case n¢ 4and ne¢ B. Since n¢ 4 the metric is

d(x,,x)< % and since n ¢ Bitis d(y,,y)< % . According to this
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d(x, +y,.x+y) < dlx,x)+d(y,.y)

is obtained. And this contradicts with the expression n € C . In this case it’s seen that
ne AU B, Here it is:
C < AuUB
5(C) < 8(4uB)=0

sCc) = o
This shows that the sequence of (xk + yk) is statistically convergent to (x+y). The
proof of (i1) is carried out in a similar way to the proof of (i).

Example 4. We deﬁne xk (5 sequence as

, Iifjand k are square

kj *1 , otherwise
and (y,)=(7) as
0 , if j+land k +1are square
-
g+ , otherwise.
2k

Here (x, )= (cfj") is statistically convergent to x=(1,2,3,...,m) and (y,)= (nf) is to

Y= (%,%,%,...,%}. And the total sequence of (xk + yk): (ﬁjk + nf) is in the form of:

ka—]: ! , if jand k are square
(5_/'.‘ + 77;c ) = /g; ! , If j+land k +1are square
3ki+3 , otherwise.
2k

This sequence is statistically convergent to (x + y) = (%,3,%,6,...,37}”}

2. STATISTICAL BOUNDEDNESS, STATISTICAL CAUCHY SEQUENCE

In this section the concepts of statistical boundedness and statistical Cauchy sequence
are defined the correspondences of some concepts and theorems given for ordinary
convergence are presented.
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Definition 5. Let (x, )= (cf Jk ) be a sequence in R" []If a finite [ positive number exists

such that

S({k e N:d(x,,0)> 4})=0

or

d(x,,0)<4 aak

(x, ) sequence is called statistical boundedness.

Example 6. Let a (xk ) = (§ j" ) sequence be defined for 1 < j <mas

(&)=

m(m + 1)(2m + 1)

k . ifjandkare square

Jj o, otherwise,

When A4 = , the number is

Jee N:d(x,,0)> 4 | 1,49,16,.}.

When the upper densities of these sets are taken the results is as follows:

Sl e N s d(x,.0)> V4 JJ< 5((1.4.9.06,..}) = 0.
And this means that (x,) sequence is statistically bounded. On the other hand this
sequence isn’t bounded.

Theorem 7. Let (xk)=(§’.‘) and (y,{)=(77;.‘) be two sequences in R". If these

J
sequences are statistically bounded, the sequence of (x,)(y,) is also statistically

bounded.
Proof. Let (x )= (51" ) and (y,)= (77 ! ) be statistically bounded. There are,
respectively, 4 > land B >1 finite numbers such that 5({k € N :d(x,,0)> 4 })=0 and
5({k e N:d(y,,0)> B })=0, We can write the inclusion
{keN:d(x,.y,.0)>AB}c{keN:d(x,,0)>A}ulkeN:d(y,.,0)> B}

in the set of natural numbers. Here the density is

S({keN:d(x,.,,0)> AB})<S({k e N:d(x,,0)> 4})+5({ke N:d(y,,0)> B}
And this gives the statistical boundedness of (x, )(y, ) sequence.

Now we give the definition of statistical Cauchy sequence in R".

Definition 8. We take (xk ) = (éjk) sequence in R™. If, for each £ >0, M=M(¢)
number exists such that the density of the set, {k : d(x,,x,, )> ¢}, is zero or
d(x,,x, )< & aak.

(x, ) is called statistical Cauchy sequence in R" .
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Now we give the Cauchy convergence Criteria infinite dimensional space.

Theorem 9. We take (xk):(ff) and (yk):(nf)._ According to this the following

expressions are equal.
(i) (xk) is a statistically convergent sequence.

(ii) (xk) is a statistically Cauchy sequence.

(iii) Let (xk) be given. Thereisa y = (yk) sequence for almost all % such
that (x, )= (y,).

Proof. To prove that (i) implies (ii)) we use an adaptation of familiar prof that a
convergent sequence is a Cauchy sequence. We suppose that (xk) is a statistically

convergent sequence and £ >0, i.e. st-limd(x,,x)=0 and & >0, Then if we choose
M  such that for almost all £ of d (x,,x)< % and d (x,,Xx) < % ,

d(x,,Xxy)<dx,,x)+d Xy, X)
& &

<=+
2 2

is obtained for a.a.k.. So (x,) is a statistical Cauchy sequence. Next, assume (ii) is
true. That is (x ):(ﬁj") statistically Cauchy so that the closed ball B zﬁ(xN(l)J)

contains (xk) a.a.k.for some positive number N (1), Also, apply hypothesis to choose
— 1 . . )
M so that B' = B(xM,Ej contains (x, )= (éjk) a.a.k.., We will claim that B, = BN B’

contains (x,) a.ak..
Now since

k<n:x, e BnB'}={k<n:x ¢Bj={k<n:x, ¢ B'},
we have

A

1iml|{ksn:xk gBNB'| < 1iml|{ksn:xk e_:B}1+hml|{k3n;xk ¢ B’
non nn "on
0.

Therefore B, is a closed ball of diameter less than or equal to 1 that contains (x, )
a.ak.. Now we proceed by choosing N (2) so that B” ZE(XN(Z)’%j’ contains (x,)
a.ak. and by the preceding argument B, = B, N B" contains (x,) a.a.k.and B,has a
radius less than or equal to % Continuing this process we construct a sequence

m+1 2.

{Bm }Z=1 of closed balls such that for each m, B, o B the diameter of B, is’nt

greater than #, and (x,) € B, aak.
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0

By the nested closed set theorem of a complete metric space we have ~ B, # ¢. So

m=1

there is a number A such that 4 € ~ B, . Using the fact that (x,)e B, aak. we
m=1

choose an increasing positive integer sequence {T L }:=1 such that
1 1
—{k<n:x, eB,J<—,if n>T,. (1)
n m

Now define a subsequence z of x consisting of all terms x, such that k& > 7, and if

T,<k<T,, ,then (x, )¢ B, . Next define the sequence y =(y, ) ,

A 5 0f x, isaterm of z
Vi = . -
X, ;otherwise

m+l 2

Then limy, = A: for, if &> 1 >0 and k > T, then either (xk) is a term of z, which
m
means y, = Aor y, =x, € B, and
d(yk’/l)—

We also assert that y, = x, a.a.k.To verify this we observe thatif 7, <n <T, ., . Then
k<n:y #x cik<n:x, eB,}

m-1 "

and by (1)
l|{k§n:yk ¢xk}|£l{kSn:xk eEBm}<—
n n
Hence, the limit, as n — 0, is 0 and (x, )= (y,) a.ak.. Therefore (ii) implies

(iii). Finally, assume that (iii) holds, say (xk ) = (yk) a.ak. and d (yk ,x) < ¢ for

every £ >0, It’s given & >0, Then for each &
{k<n:d(x,,x )> glctk<n:x, #y tulk<n:d(y,x)>e}.
The last set here includes the finite number of set of integers since d(y,,x)< ¢,
we call this £ = /(g) , So it’s
liml|{k <n:d(x,,x)zef< l1m—| k<n:x, #y, |+ lim

n n n n

for a.ak,sinceit’s (x,)=(y,) . Hence a’( x)< & a.ak. and for every £>0,

so (1) holds and the proof is complete.

As an immediate consequence of Theorem 9 we have the following result.

Corollary 10. If x = (x, ) statistically convergent, i.e. st —limd(x,,x)=0,

there exists a y subsequence of x = (x, ) such that d(y,,x)< .

3. STATISTICAL LIMIT POINT AND STATISTICAL CLUSTER POINT
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In this chapter the concepts of statistical limit point and statistical cluster point are
defined and the inclusion relation between them are studied.

Definition 11. If (x, )= (fjk) has a nonthin subsequence which is convergent to A e
R™, 1€ R" is called to be the statistical limit point of (x, )= (§ | )
The set of all the statistical limit points of (x, )= (ff ) 1s expressed with A .

Let us give an example regarding this definition.

Example 12. Let (xk ) = (51") be a sequence in R™,For 1< j<mit’s

defined as follows:

j+2 if k is square
(fjk): j . if kis odd and not square .
j+1 , if kis even and not square.

This sequence has two statistical limit points such that as A4, =(1,2,...,m)and
A, = (2,3,...,m + 1)., Thus Ax = {/11,/12} . Also the ordinary limit pointsof this sequence
are L_=1{A,,A,,0} where ¢ =(3,4,5...,m+2).

Theorem 13. In R" the statistical limit point of a statistically convergentsequence is
unique.

Proof. Let (xk)= (5;‘) be given as a statistical convergence in R". We suppose that
this sequence is statistically convergent to two different values such as A ,and A,and
d(4,,4,)>2&>0, Since (x, )= (5;‘) is statistically convergent to A4, the density of the
following set is zero,
{k:d(x,,4)>&}.
In addition since (x, ) is statistically convergent to A,
S({k:d(x,,2,)>e})=0.

Here

kd(x,4,)<efc ik d(x, A4 )2 &}

S({k:d(x,,2,)<ep)<o({k:d(x,,4)>e})=0
is obtained. This contradicts with the fact that (xk) is statistically convergent to A,.
Hence it’s obligatory d(4,,4,)=0.

Now we give the definition of statistical cluster point.
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Definition 14. Let (x, )= (5;‘) be a number sequence in R" . If, for each & >0, the set
of {keN:d(x,,7)<e}g doesn’t have zero density, ynumber is called a tatistical
Cluster point of (x, ) . The set of all statistical cluster points of (x, ) is expressed with
r

X

Proposition 15. For a number sequence (x, )= (§ ]") inR", A cT,.
Proof. We suppose 4 € A _, According to this (x k) has a nonthin subsequence which is
convergent to A e R", ie. hmxk =Jand S({k(n):n2N })=d >0. Then for each

e>0thed = {n : d(xk(n),i)z 8} set 1s finite. Hence for K < N
ke Nid(x,,A)<e}olkeK:d(x,,A)<e}2{k(n):ne N }/ 4

S({ke Nid(x,,A)<e}>6(ke K :d(x,, 1)< e})>(k(n):ne N })-5(4)
S({k e N:d(x,,1) <&} 26({k(n):ne N })=d

Thus
S({k e N:d(x,,1)<&}#0
is obtained. And this means A €', Here it’s seen thatA T .
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