
 

SDÜ FEN EDEBİYAT  FAKÜLTESİ                                                                          
FEN DERGİSİ (E-DERGİ). 2008, 3(1), 113-121    
                                          
 

ON STATISTICALLY CONVERGENT IN FINITE 
DIMENSIONAL SPACES 

 
Ayşe Nur GÜNCAN 

 
Süleyman Demirel University, Department of Mathematics, 32260, Isparta, 

TURKEY, e-mail: aysenur@fef.sdu.edu.tr 
Received: 29 June 2007, Accepted: 17 December 2007 

 
Abstract: In this paper, the notion of statistical convergence, which was introduced by 
Steinhaus (1951), was studied in R m ; and some concepts and theorems, whose 
statistical correspondence for the real number sequences were given, were carried to 
R m . In addition, the concepts of the statistical limit point and the statistical cluster point 
were given and it was mentioned that these two concepts were’nt equal in Fridy’s study 
in 1993. These concepts were given in R m  and the inclusion correlation between these 
concepts was studied. 
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SONLU BOYUTLU UZAYLARDA İSTATİSTİKSEL YAKINSAKLIK 
ÜZERİNE 

 
Özet: Bu makalede Steinhaus (1951) tarafından verilen istatistiksel yakınsaklık kavramı 
R m  de incelenip, reel sayı dizileri için istatistiksel benzerleri verilen bazı kavram ve 
teoremler R m  e taşınmıştır. 1993’de Fridy tarafından yapılan çalışmada istatistiksel 
limit noktası ve istatistiksel yığılma noktası kavramları verilip bu iki kavramın birbirine 
denk olmadığından bahsedilmiştir.  Bu kavramlar R m  de verilip aralarındaki kapsama 
bağıntısı incelenmiştir. 
 
Anahtar kelimeler: İstatistiksel Yakınsaklık, İstatistiksel Sınırlılık, İstatistiksel Cauchy 
Dizisi, İstatistiksel Limit Noktası, İstatistiksel Yığılma Noktası. 
 
 
1. INTRODUCTION  
 
The concept of statistically convergence was first given at a conference Wroclaw 
University by STEINHAUS (1951) in 1949. This concept was introduced by FAST 
(1951), BUCK (1953) and SCHOENBERG (1959) for real and complex sequences. 
MADDOX (1988) extended the concept for sequences in any locall convex topological 
vector spaces. A relation was constructed between statistical convergence and 
summability by FRIDY (1985), ŚALǍT (1980), CONNOR (1985), MADDOX (1988), 
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RATH & TRIPATHY (1994). The concept of a statistical Cauchy sequence was studied 
by FRIDY (1951), RATH & TRIPATHY (1994). The notations of statistical limit and 
statistical cluster points were given by FRIDY (1993). FRIDY (1985) and CONNOR 
(1988) introduced different expressions of the Decomposition Theorem for statistical 
convergence. Statistical convergence in mR  was studied by PEHLIVAN & 
MAMEDOV (2000). 
  

Statistical convergence is a type of convergence which is based on the natural density of 
positive integers. First of all let us define the concept of natural density and mention a 
few characteristics of it. If K is a subset of N , the set of nK is defined as 
{ }nk:Kk ≤∈ . nK  shows the cardinality of nK . According to this, the numbers  

( ) ( )
n

K
K

n
K

K n

n

n

n
suplim,inflim

∞→∞→
== δδ  

are called the lower and upper asymptotic density of K , respectively. If there exists the 

limit ( )
n

K
K n

n ∞→
= limδ , then ( )Kδ  is said to be the asymptotic density of K and 

( ) ( ) ( )KKK δδδ == . Clearly, finite sets have zero density and )(1)( KK c δδ −= , 
whenever either side exists and KNK c /= . If ( ){ }jnx  is a subsequence of ( )kxx = and  

)( kxx =  and { }NjjnK ∈= :)(  then we abbreviate ( ){ }jnx by { }Kx . If ( ) 0=Kδ ,{ }Kx is 
called a subsequence of density zero, or a thin subsequence. On the other hand ,{ }Kx is a 
nonthin subsequence of x  if K  does’nt have density zero. It should be noted that 
{ }Kx is a nonthin subsequence of x  if either )(Kδ  is a positive number or K  fails to 
have natural density. Now, we can define the concept of statistical convergence. The 
real number sequence ( )kxx =  is statistically convergent to the number L  provided that 
for each 0>ε , 

{ } 0:1lim =≥−∈ εLxNk
n kn

 

i.e. 
... kaaforLxk ε<−  

In this case we write Lxst k =− lim . ( )kxx =  is called a statistical Cauchy sequence if, 
for each 0>ε , there is a positive integer ( )εNN = such that  

{ } .0:1lim =≥−≤ εNkn
xxnk

n
 

The concept of statistical convergence in mR  is defined as follows. 
 
Definition 1. Let ( ) ( )k

jkx ξ=  be a sequence in mR . When taken as 

( ) ( ) 2
1

1

2, 







−= ∑

=

m

j
j

k
jk xxd ξξ , if 

( ){ }( ) 0,: =≥∈ εδ xxdNk k  
or 
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( ) ...,, kaaforxxd k ε<  
the sequence of ( )kx  is a statistically convergent to ( )jx ξ=  and denoted by 

( ) 0,lim =− xxdst k . 
 
Example 2. Let us define the sequence of ( ) ( )k

jkx ξ=  in mR  for mj ≤≤1  
as 

( )










+
=

otherwise
k

kj

squarekandjif
k
j

,1

,0
ξ  

In case 
2
1

=ε and ( ) ( ) ( )mx j ,...,3,2,1== ξ , the set is 

( ){ } { },...16,9,4,1,: =≥∈ εxxdNk k . 
The density of this set is as follows: 

( ){ }( ) { }( ) 0,...16,9,4,1,: ==≥∈ δεδ xxdNk k . 
From this point we can say that the sequence of ( ) ( )k

jkx ξ=  is statistically 
convergent to ( ) ( )jx ξ= . However, since the set of ( ){ }ε≥∈ xxdNk k ,:  
includes an infinite number of elements, here doesn’t exist ordinary 
convergence.  
 

Theorem 3. ( ) ( )k
jkx ξ=  and ( ) ( )k

jky η= , in mR , are two sequences which are 
convergence to ( ) ( )jx ξ= ,  ( ) ( )jy η= , respectively. Then, 
(i) ( ) ( ) yxstyx kk ++  
(ii) ( ) ( ) yxstyx kk −−  
Proof. (i) For mj ≤≤1 since ( ) ( )k

jkx ξ=  is statistically convergent to 

( ) ( )jx ξ= , as ( )






 ≥=

2
,: εxxdkA k  for each 0>ε  is ( ) 0=Aδ . Similarly, since  

( ) ( )k
jky η=  is statistically convergent to ( ) ( )jy η= , as ( )







 ≥=

2
,: εyydkB k  the 

density is ( ) 0=Bδ . Now, we prove that for each 0>ε , the density for the set 
( ){ } ε≥++= yxyxdkC kk ,:  is ( ) 0=Cδ . And to do this, it’s sufficient to show 
BAC ∪⊆ . We take Cn ∈ ,  ( ) ε≥++ yxyxd nn ,  is obtained for each 0>ε . We 

suppose BAn ∪∉ . In this case An ∉ and Bn ∉ . Since An ∉  the metric is 

( )
2

, ε
<xxd n  and since Bn ∉ it is ( )

2
, ε

<yyd n . According to this 
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( ) ( ) ( )

22

,,,
εε

+<

+≤++ yydxxdyxyxd nnnn

 

is obtained. And this contradicts with the expression Cn ∈ . In this case it’s seen that 
BAn ∪∈ . Here it is: 

( ) ( )
( )

0
.0

=
=

∪≤
∪⊆

C
BAC

BAC

δ
δδ  

This shows that the sequence of ( )kk yx +  is statistically convergent to y)(x + . The 
proof of (ii) is carried out in a similar way to the proof of (i). 
 

 
 
Example 4. We define ( ) ( )k

jkx ξ=  sequence as 

( )










+
=

otherwise
k

kj

squarearekandjif
k
j

,1

,0
ξ  

and ( ) ( )k
jky η=  as 

( )










+

++
=

.,
2

1

11,0

otherwise
k

kj

squarearekandjif
k
jη . 

Here ( ) ( )k
jkx ξ=  is statistically convergent to m)..., 3, 2, (1, x =  and ( ) ( )k

jky η=  is to 







=

2
,...,

2
3,

2
2,

2
1 my . And the total sequence of ( ) ( )k

j
k
jkk yx ηξ +=+  is in the form of: 

( )














+

++
+

+

=+

.,
2

33

11,1

,
2

1

otherwise
k

kj

squarearekandjif
k

kj

squarearekandjif
k

kj

k
j

k
j ηξ  

This sequence is statistically convergent to ( ) .
2

3,...,6,
2
9,3,

2
3







=+

myx  

 
2. STATISTICAL BOUNDEDNESS, STATISTICAL CAUCHY SEQUENCE 
 
In this section the concepts of statistical boundedness and statistical Cauchy sequence 
are defined the correspondences of some concepts and theorems given for ordinary 
convergence are presented. 



SDÜ FEN EDEBİYAT FAKÜLTESİ 
FEN DERGİSİ (E-DERGİ). 2008, 3(1), 113-121  
                                          
 

117

 
Definition 5. Let ( ) ( )k

jkx ξ=  be a sequence in R m � If a finite � positive number exists 
such that 

( ){ }( ) 00,: =>∈ AxdNk kδ  
or 

( ) Axd k <0,  a.a.k 
( )kx sequence is called statistical boundedness. 
 
Example 6. Let a ( ) ( )k

jkx ξ=  sequence be defined for mj ≤≤1 as 

( )







=

,,

,

otherwisej

squarearekandjifk
k
jξ  

When ( )( )
6

121 ++
=

mmmA , the number is 

( ){ } { },...16,9,4,10,: ⊆>∈ AxdNk k . 
 

When the upper densities of these sets are taken the results is as follows: 
( ){ }( ) { }( ) 0,...16,9,4,10,: =≤>∈ δδ AxdNk k . 

And this means that ( )kx  sequence is statistically bounded. On the other hand this 
sequence isn’t bounded. 
 
Theorem 7. Let ( ) ( )k

jkx ξ=  and ( ) ( )k
jky η=  be two sequences in mR . If these 

sequences are statistically bounded, the sequence of ( )( )kk yx .  is also statistically 
bounded. 
Proof. Let ( ) ( )k

jkx ξ=  and ( ) ( )k
jky η=  be statistically bounded. There are, 

respectively, 1≥A and 1≥B  finite numbers such that ( ){ }( ) 00,: =>∈ AxdNk kδ  and 
( ){ }( ) 00,: =>∈ BydNk kδ . We can write the inclusion  

( ){ } ( ){ } ( ){ }BydNkAxdNkBAyxdNk kkkk >∈∪>∈⊆>∈ 0,:0,:.0,.:  

in the set of natural numbers. Here the density is 
( ){ }( ) ( ){ }( ) ( ){ }( )BydNkAxdNkBAyxdNk kkkk >∈+>∈≤>∈ 0,:0,:.0,.: δδδ  

And this gives the statistical boundedness of ( )( )kk yx .  sequence.  
Now we give the definition of statistical Cauchy sequence in mR . 
 

Definition 8. We take ( ) ( )k
jkx ξ=  sequence in mR . If, for each 0 >ε ,  )( M M ε=  

number exists such that the density of the set, ( ){ }ε≥Mk xxdk ,: , is zero or 
( ) ...,, kaaxxd Mk ε<  

( )kx  is called statistical Cauchy sequence in mR . 
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Now we give the Cauchy convergence Criteria infinite dimensional space. 
 

Theorem 9. We take ( ) ( )k
jkx ξ=  and ( ) ( )k

jky η= . According to this the following 
expressions are equal. 
(i) ( )kx  is a statistically convergent sequence. 
(ii) ( )kx  is a statistically Cauchy sequence. 
(iii) Let ( )kx  be given. There is a ( )kyy =  sequence for almost all k such 
that ( ) ( )kk yx = . 
 
Proof. To prove that (i) implies (ii) we use an adaptation of familiar prof that a 
convergent sequence is a Cauchy sequence. We suppose that ( )kx  is a statistically 
convergent sequence and 0  >ε , i.e.  0   x),(x d lim -st k = and 0  >ε . Then if we choose 

M  such that for almost all k of  
2

  x),(x d k
ε

< and  
2

  x),(x d M
ε

< , 

2
 

2

 x),(x d x),(x d ) x,(x d MkMk

εε
+<

+<
 

is obtained for ... kaa . So ( )kx  is a statistical Cauchy sequence. Next, assume (ii) is 

true. That is ( ) ( )k
jkx ξ=  statistically Cauchy so that the closed ball ( )( )1,1NxBB =  

contains ( )kx  ... kaa for some positive number (1) N . Also, apply hypothesis to choose 

M so that 





=′

2
1,MxBB   contains ( ) ( )k

jkx ξ=  ... kaa . We will claim that BBB ′∩=1  

contains ( )kx  ... kaa . 
Now since 

{ } { } { }BxnkBxnkBBxnk kkk ′∉≤=∉≤=′∩∉≤ ::: , 
we have 

{ } { } { }
.0

:1lim:1lim:1lim

=

′∉≤+∉≤≤′∩∉≤ Bxnk
n

Bxnk
n

BBxnk
n knknkn

 

Therefore 1B  is a closed ball of diameter less than or equal to 1 that contains ( )kx  

... kaa . Now we proceed by choosing  (2) N so that ( ) 





=′′

4
1,2NxBB , contains ( )kx  

... kaa  and by the preceding argument BBB ′′∩= 12 contains ( )kx  ... kaa and 2B has a 

radius less than or equal to 
2
1 . Continuing this process we construct a sequence 

{ }∞
=1mmB of closed balls such that for each ,m  1+⊃ mm BB , the diameter of mB is’nt 

greater than 12
1

−m , and ( )kx  ∈ mB  ... kaa  
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By the nested closed set theorem of a complete metric space we have φ≠∩
∞

=
m

m
B

1
. So 

there is a number λ such that m
m

B∩
∞

=

∈
1

λ . Using the fact that ( ) mk Bx ∈  ... kaa  we 

choose an increasing positive integer sequence { }∞
=1mmT  such that 

{ } .,1:1
mmk Tnif

m
Bxnk

n
><∉≤                                 (1) 

Now define a subsequence z of x consisting of all terms kx such that 1Tk > and if 

1+≤< mm TkT , then ( ) mk Bx ∉ . Next define the sequence ( )kyy =  , 





=
otherwisex

zoftermaisxif
y

k

k
k ;

;λ
. 

Then 01,:ylim k >>=
m

iffor ελ  and mTk > then either ( )kx  is a term of ,z  which 

means λ=ky or mkk Bxy ∈= and 

( ) 12
1, −≤≤ mmk ofdiameterByd λ . 

We also assert that kk xy =  ... kaa To verify this we observe that if 1+≤< mm TnT . Then 
{ } { }mkkk Bxnkxynk ∉≤⊂≠≤ ::  

and by (1) 

{ } { }
m

Bxnk
n

xynk
n mkkk

1:1:1
<∉≤≤≠≤ . 

Hence, the limit, as ∞→n , is 0 and ( ) ( )kk yx =  ... kaa . Therefore (ii) implies 
(iii). Finally, assume that (iii) holds, say ( ) ( )kk yx =  ... kaa  and ( ) ε<xyd k ,  for 

every 0  >ε . It’s given 0  >ε . Then for each k  
( ){ } { } ( ){ }εε >≤∪≠≤⊆≥≤ xydnkyxnkxxdnk kkkk ,::,: . 

The last set here includes the finite number of set of integers since ( ) ε<xyd k , ,  

we call this ( )εll =  . So it’s 

( ){ } { }

0

lim:1lim,:1lim

=

+≠≤≤≥≤
n

yxnk
n

xxdnk
n nkknkn

lε
 

for ... kaa since it’s ( ) ( )kk yx =  . Hence ( ) ε<xxd k ,  ... kaa  and for every 0  >ε ,  

so (i) holds and the proof is complete.  
 
As an immediate consequence of Theorem 9 we have the following result. 
 
Corollary 10. If ( )kxx =  statistically convergent, i.e. ( ) 0,lim =− xxdst k ,  
there exists a y subsequence of ( )kxx =  such that ( ) ε<xyd k , . 

 
3. STATISTICAL LIMIT POINT AND STATISTICAL CLUSTER POINT 
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In this chapter the concepts of statistical limit point and statistical cluster point are 
defined and the inclusion relation between them are studied. 
 

Definition 11. If ( ) ( )k
jkx ξ=  has a nonthin subsequence which is convergent to ∈λ  

mR , ∈λ mR  is called to be the statistical limit point of ( ) ( )k
jkx ξ= . 

The set of all the statistical limit points of ( ) ( )k
jkx ξ=  is expressed with xΛ . 

Let us give an example regarding this definition. 
 
 
Example 12. Let ( ) ( )k

jkx ξ=  be a sequence in mR . For mj ≤≤1 it’s 
defined as follows: 

( )








+

+
=

.,1
,
,2

squarenotandeveniskifj
squarenotandoddiskifj

squareiskifj
k
jξ . 

This sequence has two statistical limit points such that as ( )m,...,2,11 =λ and 
( )1,...,3,22 += mλ . Thus { }21 ,λλ=Λx  . Also the ordinary limit pointsof this sequence 

are { }l,, 21 λλ=xL  where ( )2...,5,4,3 += ml . 
 

Theorem 13. In mR the statistical limit point of a statistically convergentsequence is 
unique. 
 
Proof. Let ( ) ( )k

jkx ξ=  be given as a statistical convergence in mR . We suppose that 
this sequence is statistically convergent to two different values such as 1λ and 2λ and 

( ) 02, 21 >> ελλd . Since ( ) ( )k
jkx ξ=  is statistically convergent to 1λ  the density of the 

following set is zero, 
( ){ }ελ ≥1,: kxdk . 

In addition since ( )kx  is statistically convergent to 2λ , 
( ){ }( ) 0,: 2 =≥ ελδ kxdk . 

Here 
( ){ } ( ){ }

( ){ }( ) ( ){ }( ) 0,:,:
,:,:

12

12

=≥≤<
≥⊂<

ελδελδ
ελελ

kk

kk

xdkxdk
xdkxdk

 

is obtained. This contradicts with the fact that ( )kx  is statistically convergent to 2λ . 
Hence it’s obligatory ( ) 0, 21 =λλd . 
 

Now we give the definition of statistical cluster point. 
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Definition 14. Let ( ) ( )k
jkx ξ=  be a number sequence in mR . If, for each 0 >ε , the set 

of ( ){ }εγ <∈ ,: kxdNk g doesn’t have zero density, γ number is called a tatistical 
Cluster point of ( )kx  . The set of all statistical cluster points of ( )kx  is expressed with 

xΓ . 
 

Proposition 15. For a number sequence ( ) ( )k
jkx ξ=  in mR ,  xx Γ⊆Λ .  

Proof. We suppose xΛ∈λ . According to this ( )kx  has a nonthin subsequence which is 
convergent to mR∈λ , i.e. ( ) λ=nkn

xlim and ( ){ nnk :(δ 2N }) 0>= d . Then for each 

0 >ε  the ( )( ){ }ελ ≥= ,: nkxdnA  set is finite. Hence for ⊂K  N 
{ ∈k  N: ( ) }ελ <,kxd ( ){ }ελ <∈⊇ ,: kxdKk ( ){ ∈⊇ nnk :  N } / A  

{( ∈kδ  N: ( ) }ελ <,kxd ( ){ }( )ελδ <∈≥ ,: kxdKk ( ){( ∈≥ nnk :δ  N }) ( )Aδ−  
{( ∈kδ  N: ( ) }ελ <,kxd  ( ){( ∈≥ nnk :δ  N }) d= . 

Thus 
{( ∈kδ  N: ( ) } 0, ≠< ελkxd  

is obtained. And this means xΓ∈λ . Here it’s seen that xx Γ⊆Λ . 
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