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#### Abstract

In recent years, unmanned aerial vehicles (UAVs) have been integrated into many applications. These vehicles are used by the governments and the private sector for many different purposes. Some of the popular applications are field scanning, target tracking, defense equipment, search and rescue, map creation, underground resource search, photography or entertainment. Recently many academic institutions have shown significant amount of interest in this field and many of them have established aviation departments and societies. In the recent years, many thesis studies and academic publications related to UAVs have been presented. The aim of this particular study is to detect a small object identified as a target by UAV and to provide autonomous tracking of the detected target in three axes. As the outcome of this work, the UAV is coded to lock on the target and to maintain a fixed distance on the $x, y$ and $z$ axes after the initial lock. Within the scope of the study, a functional system was designed by evaluating the most important parameters for UAVs such as weight, cost and flight time. An algorithm was designed that uses the image processing methods to detect the target and movement direction of the target. The system utilizes MAVLink communication protocol to control the UAV. In addition, two different tests and test results corresponding to two distinct methods were reported which were done to keep the distance constant on the z-axis by using an external distance sensor or comparison algorithm. The project was successfully implemented using single camera only.
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## I. Introduction

IN RECENT DECADES, unmanned aerial vehicles (UAVs) have become quite widespread and popular. These vehicles may be deployed for many different purposes. The main use cases for these technologies are field scanning, target detection, target tracking, attack, search and rescue, map creation, photography or entertainment. UAVs are also popular topic for academic research [1-3].
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Tracking an object by a drone is widely implemented project utilizing multiple simultaneously operating sensors. In one of these projects, mainly two embedded cameras were used for object detection and tracking. An algorithm was used to provide tracking in the 3 th axis without a dedicated distance sensor [1].

There is another prominent work in the literature about autonomous flight. A reinforcement learning method was also applied in this work. In the particular system, a camera subsystem, which consists of 24 cameras, was used for this study [4].

In 2016, a group has reported a real time object tracking project and the project outcome was successfully demonstrated. In the particular project, a special motion capture camera system was used to detect the position of the moving object and Matlab Simulink was used to process the information. In addition, an external computer was used as a base station [5].

In another similar project, a visual detection and tracking implementation was realized with UAVs. In this project, Haar cascade classifier was used to detect the object and two cameras were used to implement the target locking function [6].

Within the scope of this work, a programmable autonomous UAV system was designed and a test mission was proven successfully. The mission was detection of a target object and 3D (3-dimensional) tracking (on $x, y, z$ axes) of the target autonomously. In this paper, main components of the autonomous UAV system are listed and described. Also, design steps of the image processing subsystem were summarized. The method of detecting the position of the moving target and calculation of the updated coordinates according to displacement of the target were presented. Two different techniques for altitude tracking were analyzed and the results were compared.

## II. Methodology and Design

Overall system consists of two main platforms; hardware and software platforms. The mission can be analyzed in three sub-sections to achieve autonomous 3D tracking task successfully.

## A. Hardware Platform of the System

A UAV was used with SDK (Software Development Kit) flight controller to achieve the mission. Some auxiliary components (sensors) were also used to complete the autonomous system design. These components are:

- GPS was used to determine the located coordinates of the UAV.
- Compass was used to determine the directions.
- Accelerometer was used to determine the acceleration in three axes ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ).
- Gyroscope was used to determine the motion in three axes ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ).
- Barometer was used to determine the altitude by using pressure value.
- On-board computer was used to provide the communication with the flight controller of the UAV for behavior commands. It was also used as hardware platform for image processing software.
- Camera was used to get the image for image processing.
- Distance sensor was used to provide altitude tracking.


## B. Software Platform of the System

## 1) Image Processing

Image processing application was used for detection and tracking of the target. All image processing steps were implemented online with an on-board computer. Within the scope of image processing, Python programming language and OpenCV library were preferred.

Python is an interpreted programming language and doesn't need compiling process [7]. OpenCV is a library for programming languages. It is open source and very helpful. This library provides significant support in coding and hence saves time [8]. Both of Python and OpenCV are widely used in an image processing area [9].

### 1.1 Color space

The image is captured in RGB color space from camera but it is converted to HSV (Hue, Saturation, Value) color space to have more details about color such as saturation and light intensity. The most accurate HSV values can be obtained by experimentally masking the target in the mission environment [10, 11].

### 1.2 Gaussian filtering (Blurring)

Gaussian filtering is a kind of low-pass filter and this function is used to blur an image. This filter prevents sharp transition (high frequency) in the image and provides smoothing. Noise components can be attenuated with the help of this filter [8, 12].

### 1.3 Masking

The desired object is masked from whole image by making the color of the target object white and color of the rest of the image black. This process is necessary to implement Morphological Transformations to be described in next section to obtain better quality from captured image by filtering out the noise $[10,11]$.

### 1.4 Erosion

The Erode function is used for eroding boundaries of the objects and this function provides decreasing the area of the objects. The Erode function is very useful for removing noise. To protect the size of the original objects, the "Dilation" function is used after erosion process [13-16].

### 1.5 Dilation

The dilate function is used to expand the boundaries of the objects and this function provides enlarging the area of the objects. The Dilate function is generally used with "Erode" function, after erosion [13-16].

## 2) Control Mechanism

The stabilization of the UAV was provided with the help of PID control mechanism integrated into flight controller. PID (Proportional, Integral, and Derivative) controller which controls the process variables by using a control loop feedback mechanism. This system is used to minimize the error of the system dynamically. The difference between a desired set point and a measured process variable is calculated by PID controller. There are three parameters in PID controller calculation. The first component is proportional control; it controls the actual value of the error. The second component is integral control; it takes into account the error history. Finally, third component is derivative control, it acts based on the rate of error $[17,18]$. The block diagram of the PID controller is shown in Fig. 1 and the calculation method is shown in equation (1).


BALKAN JOURNAL OF ELECTRICAL \& COMPUTER ENGINEERING, Vol. 10, No. 1, January 2022
$u(t)=k_{p} e(t)+k_{i} \int_{0}^{t} e(\tau) d \tau+k_{d} \frac{d e}{d t}$
where,

Kp: Proportional gain
Ki: Integral gain
Kd: Derivative gain
u: Control signal
e: Error

## 3) Communication Protocol

MavLink (The Micro Air Vehicle Link) is one of the most popular communication protocols for Unmanned Aerial Vehicles. MAVLink protocol was used for communication with UAV and on-board computer. This protocol also can be used between UAVs and GCS (Ground Control Station) over a wireless channel [19].

## C. Design and Mission Steps

Before starting the mission, the target was determined as a red point and a red ball with a diameter of 5 cm was used during the mission trials. The determined color was defined to the system with the HSV color space parameters. Since the color detection sensitivity of the system changes according to the ambient brightness, the appropriate color range was decided by experimenting. Detection of objects smaller than 3 pixels was inhibited to prevent unwanted pixel noise from being detected as a target. As a performance criterion, the system could detect and track a red point larger than 3 pixels which is within the capacity of the ultrasonic sensor. The mission can be divided into four parts to be able to analyze it in detail.


Fig.2. Illustration of angle of view

## 1) Target Detection

When the red point target is detected by the UAV, the UAV remains over the target. The resolution of the camera was set as $640 \times 480$ pixels in this case. This resolution values show that the horizontal area of the camera will be divided into 640 equal parts (pixels) and the vertical area will be divided into 480 equal parts (pixels). These horizontal and vertical areas
are related to angle of view of the camera. Illustration of the angle of view can be seen from Fig. 2.

The angle of view values of the used camera are as follows [20]:

Horizontal viewing angle: $53.50^{\circ}$
Vertical viewing angle: $41.41^{\circ}$
The field of view of the camera is calculated using angles of view of the camera with the help of cosine theorem. Illustration of the field of view is given in Fig. 3. Equation (2) and (3) can be used for these calculations.


Fig.3. Illustration of field of view
$\frac{\mathrm{h}}{\operatorname{Cos}(\alpha)}=\frac{\mathrm{a}}{\operatorname{Sin}(\alpha)}$
$a=h \frac{\operatorname{Sin}(\alpha)}{\operatorname{Cos}(\alpha)}$
In above equations, $h$ (altitude) is measured by the barometer and this data is taken from barometer output. The calculated field of view is divided by 640 for the horizontal axis and the length corresponding to a single pixel on the horizontal axis (x-axis) is obtained. Similarly, the calculated field of view of the vertical axis is divided by 480 and the length corresponding to a pixel on the vertical axis (y axis) is calculated. These calculations can be formulated as shown in equation (4) and (5).
$\mathrm{P}_{\mathrm{h}}=\frac{\mathrm{FoV}_{\mathrm{h}}}{640}$
$\mathrm{P}_{\mathrm{v}}=\frac{\mathrm{FoV}_{\mathrm{v}}}{480}$
where,
$P_{h}$ : Unit pixel length on horizontal axis
$P_{\mathrm{v}}$ : Unit pixel length on vertical axis
$\mathrm{Fo}_{\mathrm{h}}$ : Field of view on horizontal axis
$\mathrm{FoV}_{\mathrm{v}}$ : Field of view on vertical axis

## 2) Calculation of New Coordinate of Moving Target

If the detected target moves out of the center of the camera, the autonomous system follows the target and gets the target position back to the center of the field of view. In order to do this, first, the new location of the detected target is determined. By comparing the pixel location at the center of the target with the pixel location at the center of the field of view, the target location can be obtained with respect to the center frame. Then the distance of the target from the center is calculated in meters by multiplying the pixel distance with pixel length. The illustration of this step can be seen from Fig. 4.


Fig. 4. Illustration of target pixel position
The center coordinate of the field of view is $(320,240)$ pixels on horizontal ( $x$ ) and vertical ( $y$ ) axes, respectively. The four sides (left, right, up, down) of the center were divided into two parts. The intersection points in all quarter parts specify the corner points of the tolerance frame. This frame is shown with red color in Figure 4. In this figure, target was detected at the pixel position of $(546,228)$ as seen from Fig. 5. Since the vertical $228^{\text {th }}$ pixel is inside the tolerance frame, movement on the vertical axis is not required. However, the horizontal $546^{\text {th }}$ pixel is out of tolerance frame, and the UAV should move to the right direction on the horizontal axis to make the target placed in the tolerance frame. General formulation to determine the required movement distance to get the target into center of the frame can be shown in the relation between Equations (6) and (9).
$P d_{h}=320-x$
$P_{\mathrm{v}}=240-\mathrm{y}$
$\mathrm{M}_{\mathrm{h}}=\mathrm{Pd}_{\mathrm{h}} \times \mathrm{P}_{\mathrm{h}}$
$M_{v}=\operatorname{Pd}_{v} \times P_{v}$
where,
$\mathrm{Pd}_{\mathrm{h}}$ : Pixel distance from center on horizontal axis
$\mathrm{Pd}_{\mathrm{v}}$ : Pixel distance from center on vertical axis
$M_{h}$ : Required movement distance on horizontal axis
$\mathrm{M}_{\mathrm{v}}$ : Required movement distance on vertical axis
pi@raspberry: ~
Dosya Düzenle Sekmeler Yardım
Searching for red point target
Red point is detected!
x : 546.5
y : 228.5
Go right!

Fig. 5. Command output window for detection of target pixel position
Calculated distance data is converted to coordinate by using coordinate calculation method. Latitude angle and Longitude angle are used as coordinate parameters. These angles can be seen from Fig. 6. Equations (10) and (11) can be used for calculation of the angle difference [21]. Calculated angle difference values are then added to original angle values to obtain the new coordinates as seen from equation (12) and (13).


Fig. 6. Latitude and Longitude angles [22]
$\beta=\frac{\mathrm{b}}{\mathrm{r}}$
$\alpha=\frac{a}{r \operatorname{Cos} \beta}$
New Longitude angle $=\alpha_{\text {org }}+\alpha$
New Latitude angle $=\beta_{\text {org }}+\beta$
where,
$\alpha$ : Longitude angle difference (radian)
$\beta$ : Latitude angle difference (radian)
a: Displacement in latitude (m)
b: Displacement in longitude (m)

## 3) Moving to New Coordinate

The calculated coordinate values are sent to the UAV via the MAVLink protocol and the UAV is made to move over the target. This part can be seen from "Results" section clearly.

## 4) Altitude Tracking

After the x and y axes were checked and the position of the target was brought to the center of the frame by the autonomous UAV, the third axis, z axis (height), is checked. Then, the current distance value is compared with the target distance and the UAV behaves according to the comparison result and reaches the required height. Two different techniques have been implemented within the scope of the study.

### 4.1. Distance calculation with algorithm

In the camera based distance calculation technique, single camera and a simple pixel algorithm are used. No other components are necessary to obtain the approximate distance.

In this technique, a change in the radius of the object detected as a target is observed. The current altitude and radius are recorded when the target was first detected. If the target moves up or down while the UAV is hovering at a constant altitude after detection, the measured radius will also change. This change will be positive if the object moves upwards and approaches the UAV, and if the object moves downwards and away from the UAV the change will be negative. After the trigonometric calculations, the new radius and the previous radius are compared to determine the amount and direction of change in distance. Calculation can be made by using triangle similarity theorems. This process can be understood with the help of Fig. 7, equation (14) and (15).


Fig. 7. Illustration of triangle similarity
$\frac{a}{a+b}=\frac{c}{d}$
Here, " d " represents the radius of the object ( $\mathrm{r}_{\mathrm{ex}}$ ) and "a+b" represents the altitude whereas " $c$ " represents the length of the new radius ( $\mathrm{r}_{\text {new }}$ ) and "a" value represents the new altitude.
ratio $=\frac{r_{\text {new }}}{r_{\text {ex }}}$

$$
\text { If ratio > } 1
$$

it is understood that the object is rising and approaching the UAV. The distance is calculated by multiplying the current
height by calculated ratio. The obtained altitude value is sent to the UAV as an ascent command.

If ratio $<1$,
it is understood that the object is descending and moving away from UAV. The distance is calculated by multiplying the current height by calculated ratio. The obtained altitude value is sent to the UAV as a descend command.

There is a possible problem while calculating the distance with this technique. In some cases, even if the position of the object does not change, its radius can be measured smaller than it appears. As a result, since the autonomous UAV perceive that the object is farther from the UAV, the UAV may want to approach the object. The illustration of this relation can be seen from Fig. 8.


Fig. 8. Illustration of radius measurement
When the altitude of the UAV is " 2 h " and the radius of the target is " $2 x$ ", if the radius of the object is measured as "x" instead of " $2 x$ ", the UAV wants to reduce the altitude by the same radius ratio. Thus, the UAV will move downwards until the altitude is " h ". This type of system behavior is undesirable. The source of this problem may be some factors such as image quality, camera resolution, and variation of light intensity or change of light angle. Some examples of this kind of problem can be seen in Fig. 9 through Fig. 12.


Fig. 10. Incorrect radius measurement


Fig. 11. Correct radius measurement


Fig. 12. Incorrect radius measurement
In this experiment, it was observed that the probability of obtaining an incorrect value as a result of the distance measurement made by the algorithm method is higher than the measurement method made while utilizing a precision distance sensor. Therefore, although the distance calculation method with the algorithm is lower in cost, lighter in weight and simpler in terms of coding, the mission is carried out by employing an additional distance sensor.

### 4.2. Distance calculation with distance sensor

Different distance sensors can be used in this method. Two commonly used distance sensors are LIDAR and Ultrasonic sensors.

### 4.2.1. Lidar sensor

Laser technology is used in LIDAR (Light Detection and Ranging) measurement sensor [23]. The single-beam narrowband laser is generated and then it is reflected from target object [24]. The illustration of the working principle of Lidar sensor is shown in Figure 13. The distance can be calculated by the half of duration when the laser pulse being emitted and the time when the reflected laser pulse being sensed. The distance can be calculated by multiplying the half of the total travel duration by the speed of light $(299,792,458 \mathrm{~m} / \mathrm{s})$. The result will be in meters and the formula can be seen from equation (16) [25].
$\mathrm{D}=\mathrm{t} \cdot \mathrm{c}$
where,
D: Distance from object (m)
t : Half of time interval between generated and reflected laser pulse
c: speed of light $(299,792,458 \mathrm{~m} / \mathrm{s})$

### 4.2.2. Ultrasonic sensor

Sound wave technology is used for this type of distance sensor. The sensor generates 40 kHz sound pulse when it is
triggered then waits and listens to reflected sound wave. Therefore, the total travel time (2t) of the sound wave can be measured as transmitted and reflected duration [26]. The illustration of the working principle of ultrasonic sensor is shown in Fig. 14. The distance can be calculated by multiplying the half of the total travel duration by the speed of the sound wave ( $343 \mathrm{~m} / \mathrm{s}$ ) [27]. The result will be in centimeters and the formula can be seen from equation 17.


Fig. 13. Working principle of Lidar Sensor


Fig. 14. Working principle of Ultrasonic Sensor
$\mathrm{D}=\mathrm{t} \cdot 34300$
where,
D: Distance from object (cm)
t : Half of time interval between generated and reflected sound wave

From these two options, using LIDAR is high in terms of cost and hence, it was preferred to use an ultrasonic sensor in the scope of the study. The range of the chosen ultrasonic sensor is 400 cm .

The ultrasonic sensor is located very close point to the lens of the camera used for image processing. The sensor thus calculates the distance corresponding to the center of the field
of view. The distance from the target at the time the target was first detected during the task is recorded as the "target distance". A hysteresis loop-style control mechanism was integrated to prevent the oscillation because of minor measurement error and small swings of the drone. In this context, a tolerance of $10 \%$ was allowed for distance change. That is, if the object is between 0.9 x target distance and 1.1 x target distance, the UAV will continue to maintain its current position. If the height of the target changes more than the specified tolerance, the result obtained by sensor measurement is compared with the first value recorded, target distance. If the difference is smaller than the target distance, it is understood that the object rises and approaches the UAV. The new altitude is calculated by adding the obtained difference with the current altitude. The calculated altitude value is sent to the UAV as an ascent command. If the difference is greater than the target distance, it is understood that the object is lowered away from the UAV. The new altitude is calculated by subtracting the obtained difference from the current altitude. The calculated altitude value is sent to the UAV as a descend command.


Fig. 15. Detection of the target
This process can be represented with the following equations (18) and (19). Altitude tracking photos can be seen from Fig. 15 to Fig. 17.
$\mathrm{D}=\mathrm{C}-\mathrm{T}$
where,
A: Current Altitude (obtained from barometer)
C: Current Distance. The current distance between UAV and target (obtained from ultrasonic sensor).
D: Difference from target distance

N: New Altitude
T: Target Distance. The distance between UAV and target at first target detection (constant, obtained from ultrasonic sensor).


Fig. 16. Altitude tracking of the target


Fig. 17. Measurement of displacement in z -axis (height)

## III. RESULTS

A simple mission is illustrated in Fig. 18 and tracking commands are given as shown in Fig. 19. The command window output was simplified to reduce the amount of writing and facilitate intelligibility. The basic functional behavior of the autonomous UAV system can be observed from the test track shown in Fig. 18. This figure is taken from GCS and the UAV was illustrated as green colored quad-copter on this satellite street view. The UAV was taken off from Home
position (represented by H letter with green color). While searching the field, a target was detected at the point shown as "Tracking is Starting" with yellow color. Then the related commands were sent to the flight controller by on-board computer according to movement of the target. Movement positions were drawn by ground control station with purple line and directions were shown with red arrows. Commands were added on the figure with red color as well. At point "A", the target was placed 1 meter above the ground and this difference was detected by UAV as seen from the command window.


Fig. 18. Illustration of 3D tracking mission


Fig. 19. Command output window of 3D tracking mission


Fig. 20. Photo of 3D tracking mission

Finally, target was placed in the previous position again and the UAV was moved down until it reached target distance as seen in the command window. At this point, the mission was complete and the point was marked as "End Point" and indicated by the yellow arrow. The photo of the autonomous 3D target tracking mission in action is shown in Fig. 20.

## IV. DISCUSSION AND CONCLUSION

A target object can be detected and can be tracked on all three axes ( $x, y, z$ axes) with the aid of a UAV, an image processing system and a distance sensor. The distances to be moved for right-left (x axis/roll) and forward-backward directions (y axis/pitch) were calculated by using coordinate calculation methods, subsequently they are sent to flight controller and the UAV reached the target points successfully. It has been observed that using a single camera and basic distance algorithm option for tracking altitude (z axis) is not a good enough solution to get stable results due to environmental factors and systemic offsets in the camera sensor. The mission of three-dimensional ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ axes) tracking of an object was successfully completed using a single camera, an additional distance sensor and a simpler algorithm. All project components were used by taking into account factors such as cost, weight and ease of application. Such a system can be customized for various tracking applications. The designed UAV can be used for applications such as; entertainment, scanning and tracking, with an even more attractive use case in the defense markets. If an object with complex boundaries is desired to be detected, it will be a little more complex and difficult to define these boundaries clearly, but, progressively smarter algorithms can enable these applications in the near future. The system can be improved significantly by using additional long-range Lidar sensors and high-resolution cameras for applications where the cost is not as important concern. Thus, tracking tasks can be performed more accurately and precisely with such an upgraded system.
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