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ABSTRACT. Roughly speaking an equation is called Ulam stable if near each approximate solution of the equation
there exists an exact solution. In this paper, we prove that Cauchy-Schwarz equation, Orthogonality equation and
Gram equation are Ulam stable.
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1. INTRODUCTION

This paper is concerned with the Ulam stability of some classical equations arising in the
context of inner-product spaces. For the general notion of Ulam stability see, e.q., [1]. Roughly
speaking an equation is called Ulam stable if near every approximate solution there exists an
exact solution; the precise meaning in each case presented in this paper is described in three
theorems. Related results can be found in [2, 3, 4]. See also [5] for some inequalities in inner
product spaces.

2. THE CAUCHY-SCHWARZ EQUATION

Let (V, (-|-)) be a real inner-product space. Consider the Cauchy-Schwarz equation, i.e.,
2.1) ] 1yll* = (x]y)* = 0.
The set of its solutions is
(2.2) S ={(z,y) € V*:x,y are linearly dependent vectors}.
Theorem 2.1. Let ¢ > 0 and (u,v) € V? an approximate solution of (2.1), i.e.,
(2.3) [ul*[oll* = (ulv)* < e.
Then there exists an exact solution (x,y) € S such that
(2.4) lu— a2 + flo — ylI? < V=

Proof. If uw and v are linearly dependent, then it suffices to take z = u,y = v. So, let v and v be
linearly independent. Then u # 0, v # 0; suppose that ||v|| < ||u|| and let w; := u + tv,t € R.
Then w; # 0,t € R; let z; := wi/||w| and Wy := Span{z:}. Let z; := pry,u and y: := prw,v
be the orthogonal projections of u, respectively v, on W;. Then z; and y, are linearly dependent

Received: 27.06.2020; Accepted: 05.08.2020; Published Online: 16.08.2020
*Corresponding author: Bianca Mosnegutu; Bianca.Mosnegutu@math.utcluj.ro
DOI: 10.33205/cma.758854

113



114 Alexandra Maduta, Bianca Mosnegutu

vectors, i.e., (z4,y;) € V2 is a solution of (2.1). Moreover, ||u—z;||? +||[v—y:]|? = [Jul|? — (u]z)? +
lv]|? = (v]2)?. Let a := (v|v), b := (ulv),c:= (u|u). Then

(2.5) ac—b*>0;0<a<ec.

We have

2.6) =l + o — well? = e+ a — (ulz0)? = (v]20)?
and

1= (1) 1= (ulz)? + (v]z)? = "+ Olw)® _ (e + )" + (b +ta)”
: : t t ||wt||2 ||wt||2 )

so that
(a? + b*)t? + 2b(a + c)t + b + ¢?
at? +2bt +c '

It follows that
(a® +b* —as)t> +2b(a+c— s)t +b* + ¢ —cs =0,
which entails
(2.7) b (a+c—s)?—(a® +b> —as)(b® +c* —cs) > 0.
From (2.5) and (2.7), we deduce
s — (a+c)s+ac—b* <0.

Let 51 and s, be the roots of the corresponding equation, i.e.,

a+c—+/(a—c)?+4b? a+c++/(a—c)? + 4b?
So = .
2 ’ 2
Then s, < s(t) < s, for allt € R. By using (2.5), it is easy to prove that there exists 7 € R such

that s(7) = s2. Now,

S1 =

a+c+y/(a—c)>+4b2
5 =

lu—az: | +||v—2,>=a+c—s(r)=a+c—sy=a+c—

a+c—+/(a—c)?+ 4b2
- =PI < Vae— 8 = VTPl — (o)
Combined with (2.3), this gives (2.4) and the proof is finished.

3. THE ORTHOGONALITY EQUATION
Consider the orthogonality equation (z|y) = 0.

Theorem 3.2. Let e > 0and (u,v) € V? such that ||u|| = ||v|]| = 1 and |(u|v)| < e. Then, there exists
(2,y) € V2 such that |lz]| = [}yl = 1, (]y) = 0 and

(3.8) lu =) + Jlo = y|* < (4 - 2V2)e.

Proof. (i) Let (u|v) > 0. Choose w € Span{u, v}, |w| =1, (w|u) = 0. Then v = ucosa + wsin o,
for a suitable o € [0, ). Define z; := ucost — wsint,y, := usint + wcost,t € R. Then ||z¢|| =
L llyell = 1, (me]ye) = 0,and |Ju — 24|12 + ||v — ye||? = [|(1 — cost)u + wsint||* + ||(cos a — sin t)u +
(sina—cost)w||? = (1 —cost)?+sin t+ (cos a—sint)? + (sin a—cos t)> = 4—2((1+sin o) cos t +
cosasint). Clearly (1 4 sin ) cost + cosasint < /24 2sina, t € R. Choose 7 € R such that

(1+sina)cosT + cosasinT =2+ 2sina.
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Then

3.9) u— 2> 4 |v — y-||? = 4 — 2v/2V/1 F sina.

Now consider the function f(a) = (4 — 2v/2) cosa — 4 + 2v/2y/1 + sina, a € [0, J]. It is easy to
verify that f(0) = f(4) = 0 and there exists 0 < 8 < I such that f is increasing on [0, 5] and
decreasing on £, %] It follows that f(a) > 0,«a € [0, %], combined with (3.9), this yields

(3.10) u— x> 4 Jv — yr||? < (4 — 2V2) cos .

On the other hand, cosa = (u|v) < ¢, and so (3.8) is a consequence of (3.10).
(i) If (u|v) < 0, it suffices to use the proof of (i) with v replaced by —v. Thus, the theorem is
proved.
([l

4. THE GRAM EQUATION

Denote by G(u1, ..., Um) the Gram determinant of the vectors uy, ..., um, € V. Letvy,...,v, € V

be linearly independent vectors. Consider the equation
(4.11) G(z,v1,...,un) = 0.
Theorem 4.3. Let ¢ > 0and u € V such that

G(u,v1, ..., ) < e.
Then, there exists x € V which satisfy (4.11) and

1
Ju—z| < N RS Ve.

Proof. Let W = Span{vi,...,v,} and = := pryyu. Then © € W and therefore it satisfies (4.11).
Moreover,

G ey Un 1
=] = | S o0 O) VE
G(’U],...,Un) G('Ul,...,'Un)
O
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