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distribution (Bex et al. 2004, Lee et al. 2001). XML Schema 
has generally replaced XML DTD and became the standard 
used to define the structure of the XML data. This current 
work thus deals only with XML Schemas. However, data 
described using XML Schemas bring a challenging issue 
when integrating and exchanging such data. One of the main 
problems is how to assess the similarity of XML Schema 
documents and find metrics for measuring the resemblance 
between them (Thuy et al. 2012, Wu and Palmer 1994, Do 
and Rahm 2002, Lee et al. 2002, Tekli et al. 2007-2009, 
Algergawy et al. 2010, Nierman and Jagadish 2002).

In this work, we measure the similarity of XML schemas 
by combining schema elements similarity irrelevant of their 
context with their context similarity. The similarity measure 
is normalized to be constrained to the interval [0,1]. 
Similarity can be seen as the numerical distance between 
data objects with 0 means not similar at all (i.e. has nothing 
in common) and 1 means completely similar (i.e. logically 
identical).

1. Introduction
Extensible Markup Language, W3C XML, is now 
considered as the de facto standard for representing and 
exchanging data on the Internet (Yergeau et al., 2004). 
XML documents are created to follow certain structure 
rules defined through XML Schema Definition (XSD) 
or XML Document Type Definition (DTD). Similarity 
between XML documents can thus be conducted effectively 
using their relevant structure definition whether XSD or 
DTD (Bex et al. 2004).

XSD, or XML Schema, is widely used to describe XML 
documents than DTD because of its advantages. XML 
Schema is itself an XML document that uses XML 
syntax and is also more expressive than DTD. It has a rich 
type system and uses namespaces to support for schemas 
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1.1. Similarity Measurement

XML Schema represents hierarchically structured 
information and thus is generally modelled as an Ordered 
Labelled Trees (OLT) (Yergeau et al. 2004). Each node in 
the tree represents either an XML element labelled with 
corresponding element tag name or an element attribute 
labelled with corresponding attribute name. XML Schema 
elements are either atomic or complex. Atomic element is 
either simple element or attribute and is thus represented 
in the tree by single leaf node. Complex element on the 
other hand is represented by an internal node in the tree. 
Attribute nodes appear as children of their encompassing 
element nodes. A single item that is the basis of the 
similarity measure in the XML schema tree may be an 
element node or an attribute node. Example of the XML 
Schema is shown in Figure 1 that is encoded as tree graph 
in Figure 2, where the nodes of the tree represent schema 
elements and attributes.

Our similarity process is done in two phases (Thuy et 
al. 2012, Tekli et al. 2007, Algergawy et al. 2010). In the 
first phase we compute the similarity coefficients of nodes 
exploiting the main properties of elements irrespective of 
the context. We base this on three properties linguistics 
(names of Schema elements), on datatypes (uses data types 
properties), and on cardinalities (elements cardinality). This 
can be called element internal matching (Algergawy et 
al. 2010). In the second phase we compute the similarity 
coefficients of schema elements based on the similarity of 
their contexts i.e. positions in the tree structure. This can be 
called element context matching.

2. Tools and Methods 
Similarity matching themes exploit the attributes being 
possesed by the target object being matched. Essentially 
there are 3 components under which available matching 
approaches are grouped; element internal similarity 
matching, contex similarity matching and schema similarity 
matching. In this chapter, the different kinds of similarity 
matching procedures that fall under the aforementioned 
groups will be discussed.

2.1. Linguistic or Name Similarity

The earliest methods used in this field takes the linguistic 
or name similarity of each pair of element based on their 
syntactic and semantic relationships. Syntactic similarity 
can be done by comparing the character strings representing 
the names, and semantic similarity by comparing their 

meanings. In order to compare between two names, we 
should first prepare their two strings for the process of 
comparison by a tokenization algorithm (Ramasubramanian 
and Ramya 2013). Tokenization is the process of separating 
the string into a sequence of character units that are useful 
for processing called tokens by using delimiters such as 
punctuation and upper case. Some characters might have 

Figure 1. Example of XML schema for books.

Figure 2. Tree structure for XML schema for books.
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to be ignored e.g. some punctuation marks, and some units 
might have to be expanded to their full text form such as 
abbreviations (e.g. Pub for Publisher) and acronyms. Once 
tokenization is done linguistic similarity is measured as 
follows.

1. The syntactic relationship can be measured by using 
a string edit distance, the most commonly used is the 
Levenshtein distance (Rice et al. 1997). In this method, the 
similarity value of two strings is measured as the optimal 
(i.e. minimal) cost of transforming one string to another 
through a sequence of three edit single character operations: 
deletion, insertion, and substitution with each edit operation 
has a unit cost. Thus, the normalized syntax similarity 
measure SynSim is given by

( , )
(| | , | |)
( , )

max
SynSim e e

e e
EDist e e

11 2
1 2

1 2
= -  	 (1)

Where EDist (e1, e2)  is the edit distance algorithm for the 
two element name strings e1 and e2.

2. To measure the semantic similarity between two names 
e1 and e2 we measure the similarity between their two sets 
of tokens T1 and T2 by using knowledge resource (e.g. 
thesaurus) such as WordNet thesaurus. The lexical database 
WordNet organizes nouns and verbs (of English) into a 
taxonomy of is–a relations. One natural way to compare 
between two words for similarity is to base it on the distance 
i.e. length of the path between them in the is-a taxonomy. 
The shorter the path from one node to the other, the more 
similar they are. Several WordNet-based similarity measures 
were based on path lengths represented by the number of 
edges between concepts or names (Wu and Palmer 1994) 
and the works in (Leacock and Chodorow 1998, Resnik 
1995). Wu and Palmer’s proposed a measure of the semantic 
similarity between two concepts based on their depths in 
the taxonomy and that of their least common super-concept 
that subsumes them both called the Least Common 
Subsumer (LCS). These properties are combined into a 
similarity measure using the Wu and Palmer’s equation (3) 
below and also illustrated in Figure 3.
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where L1 and L2 are the numbers of is-a edges from tokens 
n1 and n2 to their LCS n0, and L0 is the number of is-a edges 
from n0 to the root of the hierarchy. 

The semantic name similarity of two elements e1 and e2 is 
measured by the semantic similarity of their two sets of 
tokens T1 and T2. This is measured as the average of the 
best similarity of each token in one set with a token in 
the other set. It is calculated from (Algergawy et al. 2010, 
Niwattanakul et al. 2013) as follows:
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(3)

Name similarity NaSim is basically measured by semantic 
matching between two elements. To combine semantic and 
syntactic similarity values the semantic matching is first 
applied. If semantic similarity is below certain predefined 
threshold, syntactic matching is then applied and similarity 
is taken as the average of semantic SemSim  and syntax  
SynSim  similarity measures.

2.2. Data Type Similarity

XSD has a rich type system and any element has a type. 
Hence for effective schema matching, in addition to the 
similarity of element names the similarity of their datatypes 
must be measured. Using type information is then the key 
factor for schema matching and for estimating the degree 
of similarity between different types (Thuy et al. 2012, Ye 
at al. 2011). Datatypes in XML form a hierarchy defined by 
WC3 (Yergeau et al. 2004). An element datatype has one 
of two main properties, that is either simple or complex. 
There are 43 built-in simple types (e.g. string, integer), 
which can be used for element and attribute declarations. 
Complex types on the other hand are user-defined and can 
be used for element declarations, they can have elements in 

Figure 3. The hierarchy structure for semantic similarity measure
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we go deeper in the hierarchy the differences between 
datatypes becomes less significant. Hence datatypes 
similarity also increases as the depth in the hierarchy 
increases. The similarity measure between two datatypes 
nodes d1 and d2 as shown by the authors in (Hong-Minh 
and Smith 2007) is given by the following equation:

( , ) ,
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e e
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h h
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1 2
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Where l is the shortest path length between d1 and d2; h is 
the depth of the Least Common Subsumer (LCS) datatype 
which subsumes datatypes d1 and d2; and α and β are user-
defined parameters.

Table 1 presents the datatype similarity results of some 
attribute types in the XML Schema using the two methods. 
As expected, we can see that integer and decimal or int and 
short have more similarity than with integer and string. The 
user-defined parameters α and β in equation (5) are taken 
as α = β = 0.3057 from the work in (Hong-Minh and Smith 
2007).

2.3. Cardinality Constraint Similarity

The other key information of an element is its cardinality 
constraints: minOccurs and maxOccurs. Their values define 
the minimum and maximum number of times an element 
occurs in XML instances. The average of the differences 
between the minimum number of occurrences and 
maximum number of occurrences can be taken to measure 
the similarity of cardinality constraints of two elements 
as suggested by (Thuy et al. 2012) and this is shown by 
equation (6):

( , )
( ) ( )

CaSim e e
E E

2
1 1min max

1 2 =
- + -  	 (6)

where,

. .
..

max max
max max

E e e
e e

max
1 2

1 2=
-
+

their content and may carry attributes. In addition, there 
is a set of 12 constraining facets (e.g. length, minLength, 
maxLength) used to define the valid values for a simple 
datatype. Associated with each simple datatype is its own 
subset of facets from that set.

The two most reliable approaches used to establish data type 
similarity are either based on constraining facets (Algergawy 
et al. 2010), or the datatypes hierarchy (Dongo et al. 2017, 
Niwattanakul et al. 2013). However, we should notice that 
simple datatypes are used to describe leaf element nodes and 
attribute values of complex datatypes. But there is no link of 
simple datatype to complex datatype they are of two different 
categories. Even if two elements have high similarity names 
(or even identical) but one simple and the other complex the 
meaning and usage are different. Also, as a complex element 
contains children, to measure the similarity between two 
complex elements, we have to measure the similarity of their 
children which eventually leads to attribute elements. Hence 
if the two elements are such that at least one is of complex 
type, their datatype similarity can simply be taken to be 0. 
To evaluate the similarity between built-in simple types and 
user-defined simple types the two methods used are: 

•	 Method 1: we can base this on the facets of each datatype. 
The similarity value between two different datatypes is 
based on the number of their common facets; the more 
common facets the more similar they are. Hence the 
similarity measure between two datatypes nodes d1 and 
d2 can be calculated by their number of common facets 
divided by their total facets using Jaccard similarity 
coefficient (Niwattanakul et al. 2013):

( , )DaSim d d
D D
D D

1 2
1 2
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	 Where D1 and D2 are the facet sets of elements e1 and e2 
datatypes respectively

•	 Method 2: or to base it on datatype hierarchy, usually 
by using an extension to the one defined by WC3 and 
that still preserves the relationships between datatypes, 
as shown by the works in (Hong-Minh and Smith 2007, 
29.	 Dongo et al. 2017). The work in (Hong-Minh and 
Smith 2007) for example uses the extension shown in 
Figure 4. The authors propose five new datatype groups: 
Calendar, Text, Logic, Numeric, and Other. With this 
hierarchy the datatype similarity measure of two nodes 
is based on the distance separating them and also their 
depth. Obviously, datatypes similarity increases as the 
distance between them decreases. On the other hand, as 

Table 1. Datatype compatibility table for attribute types in the 
two methods.

Datatype Datatype Similarity
Method 1

Similarity
Method 2

integer decimal 0.89 0.62
integer string 0.25 0.06

date dateTime 1.0 0.30
boolean string 0.33 0.09

int short 1.0 0.70
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number of times without specific limit. The default values 
for both is 1.

If the value of maxOccurs is not specific number i.e. maxOccurs 
= ‘’unbounded’’, its value is undetermined in XML Schemas. 
If the two matching elements’ maxOccurs is unbounded, 
we can take their maxOccurs cardinality as equal i.e. 
e1·max=e2·max and Emax=0. If only one element’s maxOccurs 
is unbounded a value can be chosen as representative and 
used to calculate Emax. One way to achieve this is to survey 
the dataset (XSD and XML instances) for the particular 
application considered, as suggested for example in (Thuy 

and
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where CaSim(e1, e2) denotes the cardinality constraint 
similarity between two elements e1 and e2 and min and 
max represent minOccurs and maxOccurs of an element, 
respectively. Obviously, the similarity measure is high if the 
two elements cardinalities are closer. Usually, minOccurs is 
assigned 0 or 1, but maxOccurs can be any number ≥ 1 or 
assigned ‘’unbounded’’, meaning the element can occur any 

Figure 4. WC3 datatypes hierarchy with extensions from Hong-Minh and Smith 2007.
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used in many works such as in XClust, Cupid and Similarity 
Flooding (Lee et al. 2002, Madhavan et al. 2001, Melnik et 
al. 2002). The context of a node in a tree is naturally realized 
by its ancestors to the root, its descendants to the leaves and 
its siblings. Hence the context of an element node can be 
defined by the following four components (Lee et al. 2002, 
Algergawy et al. 2010, Madhavan et al. 2001) Figure 5:

The ancestor: this is defined by the path from the root node 
to the element node.

The descendant: this is defined by set of immediate children 
nodes.

The leaf: this is defined by the set of leaves of the subtrees 
rooted at the element node. This can also be described by 
the set of paths from the element node to its leaves. Leaves 
in XML Schema tree represent the element data content.

The sibling: this is defined by the set of nodes sharing the 
same immediate ancestor of the element node.

In a schema matching system, the context of a node is thus 
defined as a combination of the four contexts (Tekli et al. 
2007-2009, Nierman and Jagadish 2002). In the following 
we present some of the commonly used methods for 
calculating context similarity between elements.

et al. 2012), and a value is assigned as a result. However, 
any approximation in such process is going to affect only 
Emax which contributes to half of the value of the coefficient 
CaSim. The cardinality constraint similarity illustrated in 
Table 2 represents the most common values of minOccurs 
and maxOccurs.

Internal Similarity of two elements e1 and e2 is a combination 
function of name similarity (NaSim), data type similarity 
(DaSim), and constraint similarity (CaSim) (Thuy et al. 2012, 
Algergawy et al. 2010). For simplicity we consider linear 
combination function and internal similarity coefficient is 
given as the weighted average of the above three similarity 
coefficients of two elements as follows:

( , ) ( , ) ( , )

( , )

IntSim e e a NaSim e e b DaSim e e

c CaSim e e

1 2 1 2 1 2

1 2

# #

#

= +

+
 (7)

where; a b c 1+ + =

The value given to a certain weight determines the importance 
of the measure in determining the node similarity. However 
different values could be determined by the set of data under 
consideration. Usually a is given the highest value which 
reflects the importance of name similarity in deciding the 
value of element internal similarity coefficient.

2.4. Element Context Similarity Matching

Context similarity matches the schema elements based 
on the similarity of their XML Schema trees structure. 
Classical tree edit distance measures similarity by the minimal 
cost of editing operations that transform one tree into the 
other one (Zhang K. and Shasha 1997). This similarity 
measuring approach focus on the structural and geometrical 
characteristics of the trees and does not consider the 
conceptual semantics of the tree nodes (Allali and Sagot 
2004, Guda et al. 2002). Measuring similarity of XML 
Schema trees requires a more comprehensive method which 
matches the schema nodes context, i.e. its position, in the 
XML Schema tree. The notion of context similarity has been 

Table 2. Cardinality constraint compatibility table

minOccurs = 0,
maxOccurs = 1

minOccurs = 0,
maxOccurs = unbd

minOccurs = 1,
maxOccurs = 1

minOccurs = 1,
maxOccurs = unbd

minOccurs = 0, maxOccurs = 1 1.00 0.59 0.50 0.09
minOccurs = 0, maxOccurs = unbd 0.59 1.00 0.09 0.50
minOccurs = 1, maxOccurs = 1 0.50 0.09 1.00 0.59
minOccurs = 1, maxOccurs = unbd 0.09 0.50 0.59 1.00

unbd = ‘’unbounded’’; ‘’unbounded’’ is taken as 10.

Figure 5. The context of an element.
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are selected. Hence, the leaf context similarity measure is 
computed by using equation similar to equation (9):

( , )
( , )

( ,
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eCSim e e
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1 2
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•	 Another way is to measure the leaf context of a node by 
the set of paths from the node to leaves in the subtree 
rooted at the node as suggested by the authors of (Lee 
et al. 2002, Choi et al. 2007). The leaf context similarity 
of two elements is then computed by averaging edit 
distances of the two nodes sets of paths as shown below 
in the same way as equation (8).
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where P1 and P2 are here the two sets of paths for e1 and e2 
respectively, and ( , )EDist P Pi j1 2  is the edit distance operation 
for two element paths, and | |P1  and | |P2  are the number of 
paths in each set.

2.8. Sibling Context Similarity

In similar way to the descendant context and leaf context, to 
compute the sibling context similarity between two elements, 
we compare their sibling context sets. S1(e1) = {e11,e12,…
.,e1K} and S2(e2) = {e21,e22,…., } for elements e1 and e2. The 
internal similarity between each pair of siblings in the two 
sets is determined, and the matching pairs with maximum 
similarity values are selected. Finally, the average of best 
similarity values is computed. The sibling context similarity, 
SiCSim(e1,e2), can be computed similar to descendant and 
leaf contexts above (equations (9) ,(10)) as follows 
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The context similarity of two elements e1 and e2 is the 
combination of the above four similarity measures: 
AnCPSim  (ancestor context), DeCSim  (descendant 

context), SiCSim  (sibling context) and LeCSim (leaf 
context). We consider such combination to be linear for 
simplicity.
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( , ) ( , )
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where, a b c d 1+ + + =

2.5. Ancestor Context Similarity

The ancestor context for a given element e is the path, i.e. 
sequence of nodes, extending from the root to node e. To 
compare between paths, we can use edit distance algorithm as 
the measure proposed in (Choi et al. 2007). Here the string, 
the basis for comparison in the algorithm, is the sequence of 
strings representing element names on each path. The path 
similarity ACPSim(e1, e2), can thus be computed as follows:

( , )
(| | , | |)
( , )

max
AnCPSim e e

P P
EDist P P

11 2
1 2

1 2
= -  	 (8)

Where P1 and P2 are the ancestor context paths for e1 and 
e2 respectively, ( , )EDist P P1 2  is the edit distance operation 
and P1  and P2  are the paths lengths as defined by 
the sequence of element name strings. If P1  and P2  are 
completely similar EDist will return 0 and AnCPSim will 
be 1. If P1  and P2  have nothing in common in their paths, 
EDist will be equal to | | , | |max P P1 2^ h  and AnCPSim will 
be 0.

2.6. Descendant Context Similarity

Let e1 and e2 be the two elements to measure their descendant 
context similarity, and let their immediate children sets 
be {e11,e12,….,e1K} and {e21,e22,….,e2L} respectively. For each 
element in one set we find the maximum similarity value 
in matching with all elements in the other one. We can 
calculate the descendant context similarity, DCSim(e1,e2) 
of two elements by taking the average of the maximum 
similarity values of all element pairs in the two sets (Do 
and Rahm 2002, Algergawy et al. 2010) as in the following 
equation:
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eCSim e e
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i
IntSim e e
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j M i j
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1 2

=

=

= =
=9 C/
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Where K and L are the number of elements of the sets of 
immediate children of e1 and e2 respectively.

2.7. Leaf Context Similarity

For the leaf context similarity of two elements the two most 
commonly used methods are discussed below.

• 	 We consider the two set of leaf nodes of the two elements 
e1 and e2. For each element we first define the set of 
leaf nodes of subtree rooted at that element; L1(e1) = 
{e11,e12,….,e1K} and {e21,e22,….,e2M}. The internal similarity 
between each pair of leaves in the two sets is determined, 
and the matching pairs with maximum similarity values 
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2.9. XML Schema Similarity Measurement

Once the internal and context similarity values of two 
elements e1 and e2 in two XML Schema trees is calculated, 
a total element similarity value Sim(e1,e2) can be determined 
using a weighted sum of these two components by the 
following equation:

( , ) ( , ) ( ) ( , )Sim e e IntSim e e ConSim e e11 2 1 2 1 2# #~ ~= + -

(14)

Where 0 < ω ≤ 1. A reasonable value for ω is 0.5 which 
means equal weight for both internal and context similarity 
of the two elements.

When we have the element similarity of all element pairs in 
two schemas, we can then compute the similarity match of 
the two XML schemas ScheSim by the following equation 
(Nayak and Tran 2007):
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Where T1  and T2  are the two XML trees and their 
similarity is taken as the average of the sum of the best node 
similarity values Sim  with respect to the maximum number 
of nodes T1  and T2  in the two trees.

3. Conclusions
In this paper, we have presented an overview of the 
existing research related to XML element similarity 
measures. The paper proposed a combination of schema 
matching techniques in order to produce best matching 
results. The matching method relies on both internal and 
context matchings of the elements of the XML schema. 
The overall similarity of XML schemas is measured by 
linearly combining the total similarity of the corresponding 
individual elements.
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