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ON SOLUTION OF MODIFIED MATRIX SYLVESTER EQUATION

F.A. ALIEV1, V.B. LARIN2, §

Abstract. In the paper, the approach connected with the linear matrix inequalities for
construction of solution of the modified Sylvester matrix equations, is used. The essence
of the approach consists in replacement the initial equation with complex matrices, by
two equations with real matrices. That allows to use for their solution the procedures of
linear matrix inequalities. Efficiency of offered algorithm is shown on the examples.

Keywords: linear matrix inequalities (LMI), matrix Sylvester equation, modified Sylvester
equation, complex matrices

AMS Subject Classification: 15A24, 15A39, 15A60.

1. Introduction

The problem of construction of solutions of various variants of the modified (in one way
or another) Sylvester equation continues to attract the attention of researchers (see, for
example, [1, 2, 6-9]). Thus, in [1] an iterative algorithm for finding the solution Xof the
modified Sylvester matrix equations is considered:

AX + X̄D = F, (1)

AXB + CX̄D = F, (2)

The matrices in (1), (2) have the corresponding dimensions, their elements are the complex
numbers, the upper bar denotes the operation of complex conjugation.

Below, for the construction of solutions (1), (2), an approach analogous to [3] with linear
matrix inequalities (LMI) [4, 5] will be used. The essence of the approach is in replacing
each of the equations (1), (2) with complex matrices by two equations with real matrices
and the subsequent use of LMI procedures for their solution. Naturally, if necessary, we
can take thus obtained solution of equation (1) or (2) as the initial approximation and use
the iterative procedures for its correction [1].
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2. General relations

As noted in [4] (the relations (5)), (6)), the matrix inequality:[
Q(x) S(x)
ST (x) R(x)

]
> 0, (3)

where the matrices Q(x) = QT (x), R(x) = RT (x), S(x) linearly depend on x, equivalent
to the following matrix inequalities:

R(x) > 0, Q(x)− S(x)R−1(x)ST (x) > 0. (4)

Here and below, the superscript ”T” means transposition.
Consider the following LMI: [

Z T
T T I

]
> 0, Z = ZT , (5)

which, according to (3), (4), can be written in the form

Z > TT T .

Hereinafter I is the unit matrix of the corresponding size.
Relations (3) - (5) allow us to consider the following standard LMI problem on the

eigenvalues of (2.9) ( see [4], p.2.2.2), namely, the problem of minimizing the linear function
cx (for example, cx = tr(Z), where tr(Z) is the trace of the matrix Z) under the conditions
(5).

Relations (5) can be generalized in the form of the following LMI system:[
Zi Ti
T T
i I

]
> 0, i = 1, 2, . . . , kZi = ZT

i ,

which can be represented in the form similar to (4):

Zi > T iT
T
i , i = 1, 2, . . . , k. (6)

With respect to (6), we can also consider the standard LMI problem for eigenvalues,
namely, the minimization problem

cx =
k∑

i=1

αitr(Zi) (7)

under the conditions of (6). In (7) αiare the weight coefficients. To solve this problem,
we can use the procedure mincx.m of the MATLAB package [5].

Another variant of the generalization of system (5) is possible, namely[
Z Ti
T T
i I

]
> 0, i = 1, 2, . . . , k, Z = ZT , Z > TiT

T
i . (8)

With respect to this system, we can also consider the minimization problem

cx = tr(Z). (9)

It is obvious that for a sufficiently small value of tr(Z)(Z ∼= 0) we can assume, according
to (6), (8), that Ti ∼= 0.
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3. Algorithm

Thus, we write the expressions for the real and imaginary parts of equations (1), (2).
We represent the matrices appearing in (1), (2) as follows

A = Ar + iAi, B = Br + iBi, C = Cr + iCi, D = Dr + iDi, F = Fr + iFi, X = Xr + iXi.

In these relations, the subscripts r, i denote the real and imaginary parts of the corre-
sponding matrix. Accordingly, the relation (1) can be rewritten as follows:

Fr = ϕ1r, Fi = ϕ1i,

ϕ1r = ArXr −AiXi +XrDr +XiDi, (10)

ϕ1 i = ArXi −AiXr +XrDi −XiDr.

Similarly, equation (2) can be represented as follows:

Fr = ϕ2r, Fi = ϕ2i,

ϕ2r = ArXrBr−AiXrBi−ArXiBi−AiXiBr+CrXrDr−CiXrDi+CrXiDi+CiXiDi, (11)

ϕ2 i = ArXiBr −AiXiBi +ArXrBi +AiXrBr +CrXrDi +CiXrDr −CrXiDr +CiXiDi.

Further, to find the solutions of equations (1), (2), we can use the relations (8), (9). So,
in the case of equation (1), in the relation (8) we have:

T1 = ϕ1 r − Fr, T2 = ϕ1 i − Fi. (12)

Similarly, in the case of equation (2):

T1 = ϕ2 r − Fr, T2 = ϕ2 i − Fi.

Further, as noted in point 2, using the procedure mincx.m of the MATLAB package, one
can find the solutions of equations (1) or (2). We will illustrate the procedure described
above on an example.

4. Example 1.

Consider the example of [1]. The matrices appearing in (1) have the form:

A =

[
7 + 3i 3 + 7i
7 + i 9 + 10i

]
, D =

[
2 + 9i 1 + 3i
4 + 4i 4 + 4i

]
, F =

[
25 + 46i −5− 7i
3− 7i −29− 34i

]
.

The exact value of the solution of equation (1) in such initial data is

X∗ =

[
3 + 2i −i
−1 + i −2 + i

]
. (13)

Using the relations (10), (11) to calculate the matrices T1, T2 and then the procedure
mincx.m applied to the relations (8), (9), we find the values of the matrices Xr and
Xi. The difference between these matrices and the exact values (determined by (4.1)) is
characterized by the following expressions:

nr = ‖X∗r −Xr‖ = 6, 8 · 10−12, ni = ‖X∗ i −Xi‖ = 1, 37 · 10−11.
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Here ‖ · ‖ denotes the spectral norm of the matrix.
Thus, in this example, the algorithm described above made it possible to find a solution

with a sufficiently high accuracy.

5. Algorithm for solving of equations similar to (1.1), (1.2)

Note that the algorithm described above, based on LMI procedures, with appropriate
changes, allows us to find the solutions of other types of the modified Sylvester equations,
different from (1), (2). We illustrate this in the case of the following equations

AX +XHD = F, (14)

AXB + CXHD = F. (15)

Hereinafter, the superscript H means the operation of transposition and complex conju-
gation:

XH = (X̄)T .

We note that the equation (15) can be considered as the result of the generalization to
the case of complex matrices of the equation (1) of [2].

To find the solutions of equations (14), (15) with the help of LMI procedures, we can
use (10), (11) with corresponding modification. These relations, in the case of equations
(14), (15) will have the form:

Fr = ϕ1r, Fi = ϕ1i,

ϕ1r = ArXr −AiXi +XT
r Dr +XT

i Di, (16)

ϕ1 i = ArXi −AiXr +XT
r Di −XT

i Dr.

Similarly, equation (2) can be represented as follows :

Fr = ϕ2r, Fi = ϕ2i,

ϕ2r = ArXrBr −AiXrBi −ArXiBi −AiXiBr + CrX
T
r Dr−

CiX
T
r Di + CrX

T
i Di + CiX

T
i Di. (17)

ϕ2 i = ArXiBr−AiXiBi+ArXrBi+AiXrBr +CrX
T
r Di+CiX

T
r Dr−CrX

T
i Dr +CiX

T
i Di.

Taking into account of these transformations (defined by (5.3), (17)), one can find the
solutions of equations (14), (15) using the algorithm of §3. Let’s illustrate this with an
example.

6. Example 2.

The matrices in (14), except the matrix F , coincide with the corresponding matrices in
Example 1. In the example under consideration, the matrix F has the form :

F =

[
29 + 34i −1− 19i
−13 + 6i −34− 29i

]
.

With these initial data, the exact solution of (14) is determined by (13). Using the
relations (12), (16) to calculate the matrices T1, T2 and then, the procedure mincx.m, we
find the values of the matrices Xrand Xi. The difference between these matrices and the
exact values [10,11] (determined by (4.1)) characterize the following expressions

nr = ‖X∗r −Xr‖ = 1, 13 · 10−15, ni = ‖X∗ i −Xi‖ = 9, 8 · 10−16.
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Thus, in this example, also, the algorithm described in §3 made it possible to find the
solution of (14) with a sufficiently high accuracy.

7. Conclusions

In the paper, an approach to construct the solution of the modified Sylvester matrix
equations [1] similar to [3] was used,connected with LMI [4], The essence of the approach
consists in replacing one initial equation with complex matrices by two equations with
real matrices, which makes it possible to use the LMI apparatus for their solution.It is
shown that the proposed algorithm makes it possible to find the solutions also in the case
of other (different from (1.1), (2)) modified Sylvester equations. The efficiency of the
proposed algorithm is demonstrated by the examples.
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