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Abstract 

 

The sensor monitoring of ambient carbon monoxide (CO) which was mainly emitted by the coal mines and power plants was 

performed in the center of Zonguldak province of Turkey. It was observed that the recorded amount of CO (ppm) highly 

depended on the amount of humidity (H2O) percent and temperature. The sensor monitored higher CO values at higher 

temperatures accompanied with lower humidity percent whereas lower CO values at lower temperatures accompanied with 

higher humidity percent. Consequently, OC…Wn (W: H2O) (n = 1-3) long-range (hydrogen-bonding) interactions were modelled 

computationally using MP2/6-311++G(d,p) level of theory at selected temperatures. The calculated interaction Gibbs free 

energies and performed reactivity and stability analyses supported the possibility of carbon monoxide and humidity interactions 

at lower temperatures with higher humidity percent in parallel with the experimental results. It was concluded that the system 

presented in this study might be integrated into CO sensor units to improve the sensor response in terms of accuracy and precision. 
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1. INTRODUCTION   

 

The present study includes the monitoring of CO gas with 

sensors and modeling of its possible interactions with water 

(humidity) molecules. Therefore, the types of sensors and 

their characteristics, the general properties of CO gas and its 

effects on our health and the previous studies about CO-

water interactions reported in the literature were presented at 

the beginning of this section. 

 

Air pollution is one of the main causes of acute and chronic 

diseases. The pollutants in the atmosphere are predominantly 

particles and gases such as nitrogen dioxide (NO2), ozone 

(O3) and carbon monoxide (CO) [1]. Compact, low-cost and 

portable gas sensors are highly preferable in the field of 

ambient air quality monitoring [1-4]. These sensors have 

different working principles according to their types. For 

instance, photo-ionization based sensors are generally used 

for detecting volatile organic compounds [1,5]. Carbon 

dioxide (CO2) and methane (CH4) gases can be detected by 

optical sensors which are based on measuring gas absorption 

at a specific infrared wavelength [1,6]. Semi conductive 

metal oxide sensors work on the basis of changes in 

conductivity when they are in contact with pollutant gas 

molecules [1,7]. Oxidation/reduction reactions that occur on 

the electrodes of electrochemical sensors result in change in 

current and help in detecting several of the gas pollutants 

[1,8,9]. However, the data quality of sensor monitoring is 

highly affected from environmental factors such as 

temperature, humidity and interference of other air pollutants 

[1,4,8,10]. Machine learning methods are used and still in 

progress in order to overcome these problems. 

 

CO is an important air pollutant. It is a gas with no color, 

odor and taste. It is predominantly produced from the 

incomplete combustion of fossil fuels. The other sources of 

CO are natural gas, volcanoes, open fires and metabolism of 

marine organisms. It is a toxic gas. As hemoglobin (Hb) (the 

oxygen transport protein contained in the red blood cells) has 

about 220 times more affinity for CO than it does for oxygen, 

a rapid poisoning of red blood cells occurs when the body is 

exposed to a high concentration of CO. The COHb 

concentration should not exceed a recommended universal 

level of 2.5%. High levels of CO exposure can cause acute 

poisoning, leading the coma and death at COHb levels of 

greater than 40% [11].  

 

Atmospheric CO level is highly affected by the amount of 

humidity. There exist different studies on this subject in the 

literature. The OC…H2O complex was firstly observed 

experimentally in solid argon [12]. Rotational transitions for 

this structure and its different isotopic versions were 

investigated using the molecular beam electric resonance and 

Fourier transform microwave absorption techniques [13]. 

The combination of the supermolecular Møller-Plesset 

scheme with the perturbation theory of intermolecular forces 

was applied in the analysis of the potential energy surface of 

OC…H2O [14]. Additionally, various density functional 

methods and local and nonlocal exchange-correlation 

functionals were used in the investigation of the structure, 
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energetics and vibrational properties of the same complex 

[15].  

 

The present study was performed in Zonguldak province of 

Turkey. It is located in the western Black Sea region of the 

country. The specific geographic property of Zonguldak 

center is that the transition between the temperatures in the 

winter months is soft while that of the humidity percentages 

are quite hard. It is a major mining center of Turkey and CO 

emissions from the coal mines to the atmosphere reach very 

high values. In addition, there are many power plants near 

the city center which use coal as a fuel and release a 

significant amount of CO into the environment. These CO 

emissions pose a serious threat to the city and therefore need 

to be measured correctly. In a region with such 

characteristics, first the humidity and then the temperature as 

a humidity drier were considered to be very important factors 

on carbon monoxide sensors. In this perspective, the 

relationship between CO level-humidity and CO level-

temperature were examined by sensor monitoring in 

February in Zonguldak center. The month of February was 

chosen for collecting experimental data because of hard 

humidity percent transitions in winter months. The 

experimental records were then computationally modeled 

taking into account long-range interactions of carbon 

monoxide and humidity at selected temperatures which were 

demonstrated as OC…Wn throughout the study (OC: Carbon 

monoxide interacting from carbon side, W: H2O: Humidity, 

n = 1-3). The previous studies mostly focused on structural 

analysis of OC…H2O complex as mentioned earlier. Such a 

study consisting of both sensor monitoring and 

computational modeling of CO-humidity interactions does 

not exist in the literature. Thus, the originality of the study is 

revealed. 

 

2. MATERIALS AND METHOD 

 

2.1. Experimental Monitoring  

 

The experimental setup included a semi conductive metal 

oxide CO sensor with MQ-7 brand (Figure 1) to record 

atmospheric CO levels in ppm and a BME280 branded 

sensor (Figure 2) to record pressure (hPa), temperature (o C) 

and humidity (%) changes. Data coming from these sensors 

were decoded by the use of a 10-bits Atmel based 

microprocessor. An Ethernet shield was coupled with the 

microprocessor (Figure 3) to save the real time data coming 

from these sensors into a SD card. Note that Figures 1-3 

show the original pictures of the purchased items. The 

working frequency of the experimental setup was adjusted to 

1 Hz. The sensor data was collected for a week without any 

interruptions. C-Based programming language was used to 

create algorithms. Open source libraries provided by the 

manufacturers of the sensors were integrated into the 

program.  

MQ-7 branded sensor is often used to detect CO levels in 

industry and car automation setups. It works with 5V DC  

  

 

 

 

 

 

 

Figure 1. The picture of a semi conductive metal oxide CO 

sensor with MQ-7 brand. 

 

 

  

 

 

 

 

Figure 2. The picture of a BME280 branded pressure-

temperature-humidity sensor. 

 

 

 

 

 

 

 

Figure 3. The picture of microprocessor (bottom component) and Ethernet shield (top component) together.  

 

voltage and sends its data by analog resistance. The detecting  

range is between 20 ppm-2000 ppm CO. The sensitivity of 

the load resistance is 10 kΩ ±5%. 

 

BME280, manufactured by Bosch, is an environmental 

sensor. It provides temperature, barometric pressure and 

humidity information. Sharp changes of environmental 

conditions and weather/environmental sensing can be 

monitored using this sensor. It has the capability of 

communicating with the microprocessor over I2C or SPI 

(I2C communication protocol was used to get fast and 

accurate conversion in the experimental setup). This low-

cost sensor can measure humidity with ±3% accuracy. 

Temperature and barometric pressure can be sensed with the 

accuracies of ±1oC and ±1 hPa, respectively. It needs 5V DC 

power to work. It was programmed to send its data in each 

second in the experimental setup.  

 

The graphs of time versus recorded temperature, pressure, 

humidity and CO level were presented in Figure 4. It was 

detected that the atmospheric pressure almost stayed at 

around 1.00 atm. during the measurements when the 

recorded pressures in hPa were converted to atm. Therefore, 

pressure was not taken as a variable, was considered as a 
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constant, both in experimental monitoring and computational 

modeling. The data collected all fluctuated in Figure 4 which 

denoted a reasonable time interval was needed to reach 

equilibrium and obtain more reliable results. Table 1 

presented the minimum, intermediate and maximum CO 

levels and other related values obtained from Figure 4. The 

data in Table 1 was interpreted like this: At the minute of 100 

the minimum CO level was measured as 30 ppm at 6 o C with 

the atmospheric humidity of 68 %. Approximately 8 hours 

later (at the minute of 600), the temperature increased to 11 
o C and dried the humidity to 54 %. The level of free 

atmospheric CO increased to 55 ppm with decrease in 

humidity. Then, approximately 6 hours later, at the minute 

of 980, the temperature increased to 14 o C and dried the 

humidity some more (52 %). At that point the free CO level 

reached its maximum value of 75 ppm. Another 

interpretation was like that: The increase of temperature 

from 6 to 11 o C (∆t = 5 o C) dried the humidity level 14 % 

and increased the free CO level 25 ppm.  However, when the 

temperature increased from 11 to 14 o C (∆t = 3 o C), the 

humidity decreased 2% that resulted in 20 ppm increase in 

CO level. After these observations it was concluded that the 

amount of change in temperature (∆t) was an important 

factor in determining the humidity % and free CO levels. 

Regarding to that, in the cases of 6 and 14 o C in which ∆t 

was 8 o C, humidity decrease was 16 % and increase in CO 

level was 45 ppm.  These observations brought to mind that 

chemical interactions might take place between CO and 

humidity (H2O) molecules at lower temperatures 

accompanying with higher humidity. This was the main 

approach used in the computational modeling.  

 

2.2. Computational Modeling  

 

The interactions of CO gas with one, two and tree water 

(humidity) molecules were modeled computationally. They 

were abbreviated as OC…W (CO molecule was interacting 

with one water molecule from carbon side), OC…W…W 

(OC…2W) (CO molecule was interacting with one water 

molecule from carbon side and the water molecule was 

interacting with another water molecule), OC…W…W…W 

(OC…3W) (similar to the previous one but there were three 

water molecules interacting with each other). All interactions 

were detected as long-range (hydrogen-bonding) interactions 

after calculations. 

The initial structure optimizations leading to the energy 

minima were performed using the MM2 method followed by 

the semi-empirical PM3 self-consistent field molecular 

orbital (SCF-MO) method [16] and Hartree-Fock (HF) SCF-

MO methods [17] at the restricted level. Further 

optimizations were performed within the framework of 

Second-order Moller-Plesset Perturbation Theory (MP2) at 

the restricted level of a 6-311++G(d,p) basis set (MP2/6-

311++G(d,p)) [17]. All vibrational analyses and 

thermochemical calculations were performed using the same 

level of theory. The vibrational analyses had no imaginary 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. The graphs of time versus temperature (oC), pressure (hPa), humidity (%) and CO level (ppm). 
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Table 1. The minimum, intermediate and maximum CO levels and other related values obtained from Figure 4. 

Time 

(min) 

Temperature 

(o C) 

Free CO 

(ppm) 

Humidity 

(%) 

100 6 30a 68 

600 11 55b 54 

980 14 75c 52 
a,cThe minimum and maximum values of CO recorded in 

time interval of approximately 15 hours. 
 bAn intermediate value of CO recorded approximately after 

8 hours than the first measurement. 

Atmospheric pressure was at around 1.00 atm. 

 

frequencies, which indicated that no transition states or 

saddle points were observed on the potential energy surfaces. 

The interaction Gibbs free energies of all the considered 

long-range interactions were calculated at 6, 11 and 14 o C, 

respectively. Then, they were corrected with basis set 

superposition error (BSSE) contributions [18,19]. BSSE 

corrections use the Boys and Bernardi counterpoise 

technique [18,20], which are due to overlap of the wave 

functions of the moieties [21]. All of the computations were 

performed for the gas phase using the Gaussian 09 software 

package [22]. The atmospheric pressure was kept at 1.00 

atm. during calculations. 

 

3. RESULTS AND DISCUSSION 

  

3.1. Structure Optimizations 

 

In OC…W (OC…H2O) structure, the hydrogen bond 

between the two fragments, CO and H2O (OC…H-O-H), 

was determined to be 2.41 Å with nonlinearity of 11.5o in the 

literature [12,15]. Additionally, the higher stability of 

OC…W interaction rather than CO…W interaction was 

reported computationally [14] (Long-range interaction was 

from the C side in the previous structure, however it was 

from the O side in the latter). Similarly, the present study 

concentrated on the stable OC…W structure. The values 

calculated in the study were close to the ones reported in the 

literature. The hydrogen bond length in OC…W structure 

was found to be 2.45 Å accompanied by a nonlinearity of 

10.8o at all temperatures. 

 

The shapes of the optimized structures were similar at all 

temperatures of 6, 11 and 14 o C. Therefore, the 

representative temperature was chosen as 6 o C and the 

optimized structures of OC…W, OC…2W and OC…3W 

interactions were demonstrated at this temperature in Figure 

5. All interactions had OC…H-O-H hydrogen bonds. In 

OC…2W and OC…3W interactions, water molecules were 

oriented to make additional hydrogen bonds between them. 

 

Figure 5. The representative optimized structures of OC…W, OC…2W and OC…3W interactions at the theoretical level of 

MP2/6-311++G(d,p) at 6 o C. 

 

3.2. Computed Interaction Gibbs Free Energies and 

Relation with Sensor Monitoring 

 

The interaction Gibbs free energies were formulated as in 

Equation (1): 

 
∆𝐺𝑖𝑛𝑡

𝑜 = ∆𝐺𝑜(𝑂𝐶 … 𝑊𝑛) − [∆𝐺𝑜(𝐶𝑂) + 𝑛 ∆𝐺𝑜(𝑊)] ,                
 𝑛 =  1 − 3                                                                                             (1)  

The BSSE corrected interaction Gibbs free energies of all the 

considered interactions were presented in Table 2. The 

following results were obtained from calculations: At any 

selected temperature the interaction Gibbs free energy was 

positive (non-spontaneous) and the energy order was 

OC…3W > OC…2W > OC…W. It denoted that the 

interaction got more difficult with increasing number of 

water. If the amount of water was increased from 1 mole to 

2 moles (W was added to OC…W and OC…2W was 

Interaction 

OC…W OC…2W OC…3W 
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formed), an additional energy more than 20 kJ/mole was 

needed to perform the reaction at any temperature.  However, 

when the mole number of water molecules were increased 

from 2 to 3, less energy was needed (3-4 kJ/mole) (W was 

added to OC…2W and OC…3W was formed at any 

temperature). Additionally, it needed more energy to 

perform OC…Wn interaction (n = 1-3) as temperature 

increased. This observation was parallel to the sensor 

monitoring result in which the concentration of free CO 

(non-bonding CO) increased with increasing temperature 

(with drying humidity). 

 

3.3. The Frontier Molecular Orbital Analyses 

 

The frontier molecular orbital analyses of the structures were 

performed using the orbitals of HOMO (Highest Occupied 

Molecular Orbital) and LUMO (Lowest Unoccupied 

Molecular Orbital). Absolute hardness (ɳ), global softness 

(𝑆), Mulliken electronegativity (𝑋𝑀), electronic chemical 

potential (𝜇), electrophilicity index (𝜔) and 𝑓𝐻/𝐿 index are 

important parameters to understand the chemical reactivity  

 

and stability of the compounds. They are calculated by the 

Equations (2)-(6) given below. 

 

ɳ =
(𝐼 − 𝐴)

2
      [23,24]                                                           (2) 

𝑆 =  
1

(2ɳ)
          [24,25]                                                           (3) 

𝑋𝑀 = −𝜇 =  
(𝐼 + 𝐴)

2
      [23,25]                                           (4) 

𝜔 =
𝜇2

(2ɳ)
           [25,26]                                                           (5) 

𝑓𝐻 𝐿⁄ =  
𝜀𝐻𝑂𝑀𝑂

𝜀𝐿𝑈𝑀𝑂
     [27]                                                                 (6) 

 

𝐼 and 𝐴 are the ionization potential and electron affinity, 

respectively [23]. Note that  𝐼 = −𝜀𝐻𝑂𝑀𝑂 and 𝐴 = −𝜀𝐿𝑈𝑀𝑂 

within the validity of the Koopmans’ theorem [28], where 

𝜀𝐻𝑂𝑀𝑂 and 𝜀𝐿𝑈𝑀𝑂 are the energies of the highest occupied 

molecular orbital and lowest unoccupied molecular orbital, 

respectively. 

The calculated frontier molecular orbital energies and related 

reactivity and stability parameters of CO, W and OC…Wn (n 

= 1-3) structures at the theoretical level of MP2/6-

311++G(d,p) were demonstrated in Table 3. According to 

the results it was concluded that W had a tendency to interact 

with CO as their absolute hardness and global softness values 

were close to each other. CO was a little bit harder than W 

(ɳ𝐶𝑂 = 0.32 𝑒𝑉, ɳ𝑊 = 0.28 𝑒𝑉) and in parallel W was a 

little bit softer than CO (𝑆𝑊 = 1.79 𝑒𝑉−1 , 𝑆𝐶𝑂 =
1.56 𝑒𝑉−1). It is important to note that hard-hard (soft-soft) 

interactions have more tendency to occur chemically than 

hard-soft interactions [29,30]. In this perspective, the 

interaction of OC…W with another W molecule (to form 

OC…2W) was also favored since the absolute hardness and

 

Table 2. Calculated interaction Gibbs free energies of CO molecule with different numbers of water molecule (humidity) at the 

selected temperatures. MP2/6-311++G(d,p) theoretical level was used in the calculations. 

 

 
 

 Table 3. The calculated frontier molecular orbital energies and related reactivity and stability parameters of CO, W (water) and 

OC…Wn (n = 1-3) structures at the theoretical level of MP2/6-311++G(d,p). 

 

 

 

 

 

 

 

 

 

 

 

global softness values of OC…W and W were the same (ɳ = 

0.28 𝑒𝑉, 𝑆 = 1.79 𝑒𝑉−1 for both). Similarly, the interaction 

of OC…2W with another W molecule (to form OC…3W) 

was possible when their closer ɳ and 𝑆 values were taken 

  

εHOMO 

(eV) 

εLUMO 

(eV) 

I  

(eV) 

A 

(eV) 

ƞ  

(eV) 

S  

(eV-1) 

XM = − μ  

(eV) 

ω 

(eV) 

fH/L  

 

CO -0.56 0.083 0.56 -0.083 0.32 1.56 0.24 0.090 -6.75 

W -0.51 0.043 0.51 -0.043 0.28 1.79 0.23 0.094 -11.86 

OC…W -0.50 0.050 0.50 -0.050 0.28 1.79 0.23 0.094 -10.00 

OC…2W -0.49 0.042 0.49 -0.042 0.27 1.85 0.22 0.090 -11.67 

OC…3W -0.50 0.045 0.50 -0.045 0.27 1.85 0.23 0.098 -11.11 
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into account (ɳ𝑊 = 0.28 𝑒𝑉, ɳ𝑂𝐶…2𝑊 = 0.27 𝑒𝑉, 𝑆𝑊 =
1.79 𝑒𝑉−1 , 𝑆𝑂𝐶…2𝑊 = 1.85 𝑒𝑉−1). 

 

Electrophilicity index (ω) defines the global electrophilic 

nature of a molecule relatively [31]. The molecule with 

higher ω acts as an electrophile (electron-poor specie) 

however the molecule with lower ω acts as a nucleophile 

(electron-rich specie). According to Table 3, it was 

concluded that CO acted as a nucleophile (ω = 0.090 eV) 

whereas W acted as an electrophile (ω = 0.094 eV) in 

OC…W interaction. However, OC…W and W had the same 

electrophilicity indexes (ω = 0.094 eV) in the formation of 

OC…2W interaction. Similar to OC…W interaction, 

OC…2W acted as a nucleophile (ω = 0.090 eV) while W 

acted as an electrophile (ω = 0.094 eV) in the formation of 

OC…3W interaction. 

 

Molecules with high HOMO energy can donate their 

electrons more easily than molecules with low HOMO 

energy, and therefore they are more reactive in oxidation 

reactions. Molecules with low LUMO energy are more 

favored to accept electrons than molecules with high LUMO  

energy, and as a result they are more reactive in reduction 

reactions. This approach is used in describing the reactivity 

(stability) of the molecules [27]. The 𝑓𝐻/𝐿 index is defined as 

a stability index of molecules through oxidation. It is the  

ratio between HOMO and LUMO energies. (Note that 𝑓𝐻/𝐿 

is a unitless index since it is just the ratio of the frontier 

molecular orbital energies having the same unit.) Molecules 

with low values of 𝑓𝐻/𝐿 show persistent character to 

oxidation than molecules with high values of 𝑓𝐻/𝐿  [27]. 

According to this phenomena, it was possible to remark that 

CO was the most suitable specie for oxidation (𝑓𝐻/𝐿 =

 − 6.75) whereas W was the least suitable one (𝑓𝐻/𝐿 =

 − 11.86). The OC…Wn (n = 1-3) species lied in between 

CO and W in terms of oxidizability (Table 3). 

 

4. CONCLUSION 

 

The major outcomes of this research can be listed according 

to the experimental (sensor monitoring) and computational 

(molecular modeling) studies as follows: 

a) Firstly, it would be better to mention that the results all 

belong to Zonguldak province of Turkey and may differ 

according to the location. 

b) The experimental sensor monitoring and OC…Wn (n = 1-

3) computational modeling results correlated well with each 

other. 

c) Temperature and humidity % were found to be the main 

factors affecting carbon monoxide and humidity interactions.  

d) It was concluded that lower temperatures accompanied by 

higher humidity % were more favored for the interaction of 

carbon monoxide and humidity since humidity could not be 

dried sufficiently at lower temperatures. 

e) The possible OC…Wn (n=1-3) interactions were 

examined theoretically within the limitation of the method 

and basis set used. However the computational results may 

differ according to these parameters, a post Hartree-Fock 

method of MP2 with 6-311++G(d,p) basis set allowed to 

make  relative comparisons. On the other hand, the low-cost 

components of the experimental setup are generally used in 

research and developing prototypes. If they were replaced 

with the industrial versions in the present study, the results 

would be more improved. 

f) The possible sources of error can be listed as follows: 

using low-cost sensors, sensor noise, the magnitude and 

direction of the wind (since the data was collected in open 

air), using a microprocessor with 10-bits analog to digital 

converter (ADC) (higher than 10-bits ADC would give better 

results). 

g) The future work may include higher level theoretical 

calculations accompanied by data collections in more days 

of the year.  

h) The CO-humidity modeling proposed in the present study 

may be integrated into next-generation CO sensors so as to 

improve the accuracy and precision output. Appropriate 

chemical desiccants put in the sensor systems may prevent 

the effect of humidity and support the validity of the 

proposed chemical model. 
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