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Makale Bilgisi 

 
Abstract 

There have been many studies about creating a dictionary and these studies have 
come from past to present with different methods and different analyzes. Especially 
with the emergence of the World Wide Web, efforts to create dictionary based on 
instant data have gained importance. Therefore, the performance of the web search 
engines directly effects the model which is using web documents for automatic 
dictionary creation. The web search engines were evaluated in terms of their 
suggested documents relationality to the query in the research. For this purpose, an 
automatic dictionary creating model using web documents were developed. First of 
all, the topic seed words are determined by the documents presented to the system 
initially. Search is executed by these seed words initially. Then TF-IDF metric was 
used as meaningful word selection method for returned first document. The top n 
meaningful words were selected from the highest TF-IDF values. The value of n was 
determined experimentally. When searching the web with these words added to the 
dictionary, new documents were suggesting by the web search engine. By repeating 
the process, experimental dictionaries of a certain size were obtained. By the way, the 
documents suggested by each web engine are generally different, so that the 
dictionary similarity produced from the top suggested documents can measure web 
engines performance of selecting relational documents. Hash similarity was used to 
evaluate dictionary performance. According to the results, dictionary with the 73.9% 
highest similarity for Google search engine, dictionary with the 68.7% highest 
similarity for Bing search engine and dictionary with the 60.5% highest similarity for 
Yandex search engine were produced. 

Keywords: Automatic Dictionary Creation, Hash Similarity, Natural Language Processing, 
Performance of Web, TF-IDF Metric  
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1 Introduction 

Nowadays the amount of data has increased 
considerably. If a search is required, then web 
search engine is the main device to achieve this goal 
nowadays. They search documents on the web 
using some simple rules and keywords given. The 
documents suggested by web search engines are 
generally looking for keywords match in the 
document without checking the content this 
document which is related or not. Within this study, 
in order to create automatic language dictionary 
about a topic using well-known different web 
search engines were experimented in terms of 
relationality of their suggested documents. The 
motivation of the idea is that if the documents 
suggested by each web engine are generally 
different, so that the dictionary similarity produced 
from the top suggested documents can measure 
web engines performance of selecting relational 
documents.  

Dictionary creation studies include different 
techniques. Previous studies are usually hand-made 
[1], and require human intervention [2]. Today's 
dictionary studies are generally designed to be 
semi-automatic [3], or automatic [4]. It is observed 
that the results change in good direction depending 
on these techniques. The purpose of these studies is 
to obtain the desired information using the piles of 
documents. 

In order to see the effects of web search engines on 
automatic dictionary creation, so as to test their 
success in presenting meaningful documents with 
top priority. For this purpose, the seed word (s) or 
document (s) given by the user as a reference are 
based on the system and automatic language 
dictionaries specific to the subject have been 
created [5]. In the study, 3 different search engine 
APIs, Google, Bing and Yandex were used for web 
search. With the documents obtained from these 
search engine APIs, the system was fed again and 
new dictionary words were obtained. 

In the second section of the article, previous 
dictionary studies in literature or studies covering 
methods applied in this study are mentioned. In the 
third section, the methods applied in the automatic 
dictionary study are explained in detail. In the 
fourth section, the dictionaries and performance 
ratios obtained with the input parameters are given. 
In the last section, the results obtained and future 
studies are discussed.  

2 Related Works 

There have been many studies about creating a 
dictionary and these studies have come from past to 
present with different methods and different 
analyzes. Firstly, these studies were started in 1990 
[2], and it is seen that achievements which can be 
obtained better results from such studies have been 
achieved in time. Especially with the emergence of 
the World Wide Web, efforts to create a dictionary 
based on instant data have gained momentum. 

TF-IDF metric plays an important role in keyword 
selection. One of these studies is the work of 
Christian Caldera and colleagues [6]. In this study, a 
tool called PRIMA was developed. The purpose of 
this tool is to assign applications to the members of 
the International Program Committee (IPM), which 
causes the most workload at conferences. Because 
of each referee must be assigned an article 
according to his / her field of expertise. For this 
purpose, the articles uploaded to the system were 
examined automatically and the assignment 
process was carried out according to the field of 
expertise of the referees. TF-IDF metric was used to 
assign the appropriate arbitrator. In the 
experiments, it took 3 minutes to appoint 
arbitrators for 100 articles. 

Another successful study of TF-IDF metric is the 
study of Apra Mishra et al [7]. In this study, the data 
set of FIRE 2011 was used. The aim of the study is 
to analyze the retrieval feature of the vector space 
model and create the most effective model. TF-IDF 
metrics were used for keyword detection in the 
study. The open search engine Terrier 3.5 was used 
for all experiments and evaluations. The results 
show that the TF-IDF metric gives the highest 
precision values with the new corpus dataset. 

As stated in the previous section, the dictionary 
creation process is operated in three different ways; 
automatic, semi-automatic and manual. In 2015, 
Julia Lavid and her colleagues [8], created an 
automatic dictionary called MULTINOT, which 
contains concepts specific to the English-Spanish 
language. The MULTINOT corpus consists of 
original and translated texts and is designed as a 
multifunctional resource for use in a range of 
disciplines, such as lexical antonyms. The main 
purpose of the MULTINOT corpus is to create a 
parallel English-Spanish corpus that is balanced in 
terms of recording diversity and translation aspects 
and whose design and enrichment with linguistic 
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explanations focuses on quality rather than 
quantity. 

In 2015, Asif Iqbal Sarkar with his team [9], worked 
on automatic dictionary creation. In this work 
addressed the issue of automatic Bangla corpus 
creation, which will significantly help the processes 
of lexicon development, morphological analysis, 
automatic parts of speech detection and automatic 
grammar extraction and machine translation. The 
aim was to collect all free Bangla documents on the 
World Wide Web and offline documents available 
and extract all the words in them to make a huge 
repository of text.  

In 2016, Beata Megyesi and sharers [10], created a 
manual automatic language dictionary called 
Uppsala. The Uppsala corpus consists of Swedish 
texts that different groups of students studying in 
Swedish language between the ages of nine and 
nineteen encounter in the country exam. A 
compilation has been created from texts belonging 
to all national exams conducted since 1996. This 
collection consists of 2,500 texts with more than 1.5 
million symbols. 

3 Current Experimental System  

The experimental system developed for automatic 
dictionary creation is a product of MSc Thesis [5]. It 
takes seed document/s in order to determine 
dictionary subject. The document/s presented to 
the system must be subjected to the preprocessing 
steps. After the pre-processing steps, it is ensured 
that the meaningful words are determined. These 
words are used to feed the dictionary and the 
following web search. The current general system 
schema is given by Figure 1. 

 

Fig. 1. General structure of automatic dictionary 
creation  

3.1 Pre-processing of documents 

The most important point of achieving successful 
results in text mining studies is that the data to be 
used should be of high quality. In order to obtain 
quality data, the data must be pre-processed. In 
many applications, more than one of the types of 
data preprocessing is needed. Therefore, it is 
important to determine the type in data 
preprocessing [11]. Based on this approach, a large 
number of data preprocessing techniques have 
been developed. They are data cleaning, data 
consolidation, data conversion and discretization, 
data reduction techniques. The diagram below is 
used to depict the various steps involved in data 
preprocessing [12]. 

 

Fig. 2. Data preprocessing techniques 

In the study, the documents collected from various 
sources are pre-processed. Document/s types and 
formats can be supplied differently. This requires 
pre-processing of the data with the data cleaning 
method to bring the documents to the appropriate 
format. As a first step, the document/s entered into 
the system should be separated into the units where 
they can be processed. In the current study, the 
procedures are considered as paragraph-based. For 
this reason, the fields of the documents with the <p> 
tag should be determined by separating them into 
HTML tags. The Beautiful Soup HTML parser library 
is used to separate documents into HTML tags. 
Beautiful Soup is a powerful and fast library for 
processing HTML or XML files. Thanks to this 
library, fields with the <p> tag are detected. 
Snippets of text separated into paragraphs are 
separated into words on a paragraph basis. 
Documents contain many words in the text that 
have no meaning, and when these words are 
removed from the sentence, they do not cause a 
semantic loss. However, if these words are not pre-
processed, they will have a negative effect on the 
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results. Because it will affect the results since it will 
be performed on a paragraph basis and meaningful 
words in this paragraph will be determined on 
frequency basis. Since the English dictionary will be 
created in the study, the end words of the English 
language should be removed from the documents. 
Below are the commonly used terminology words in 
English. "a", "about", "above", "after", "again", 
"against", "all", "am", "an", "and", "any", "are", 
"aren’t" etc. Since the stop words do not have a 
distinguishing feature, they are cleared during 
preprocessing.  

In the next step, meaningless words such as spaces 
and numbers are removed from the document. 
Then all the words in the document are written in 
lower case format to ensure letter compatibility. 
Later, the construction of the words and affixes are 
converted into a single form. The reason for this 
process is to find meaningful words at the stage of 
frequency-based processing is done. The stemming 
algorithm is used to convert attachments to a single 
form. One of the most widely known and easy to use 
algorithm developed for the English language is the 
Porter Stemmer root discovery algorithm 
implemented in this project [13]. Stemming 
algorithms used in NLP are given by Figure 3 [14]. 

 

Fig. 3. Types of stemming algorithms 

3.2 Weighting words 

Keyword selection is applied in order to determine 
the meaningful words after pre-processing. There 
are different keyword selection methods. 
Helmholtz-based Gestalt Human perception 
theorem [15; 16], and TF-IDF [17], metrics are the 
most used. 

In the study, the documents presented as seed or 
obtained as a result of web search are subjected to 
preprocessing step. Then, meaningful words are 

determined from these words. TF-IDF metric is 
used for the determination of meaningful words. 
The top n words with the highest TF-IDF meaning 
value are added to the dictionary and then searched 
on the web via these words added to the dictionary. 

TF-IDF metric is the weighting factor calculated by 
statistical methodology, which shows the 
importance of a term in a document. It is used for 
statistical analysis on the texts which are the 
common application of natural language processing 
and text mining. It is also often referred to as a 
ranking algorithm under topics such as information 
retrieval. 

Term Frequency (TF): A method used to calculate 
term weights in a document. The methods used to 
calculate the weight with TF are described in Figure 
4. 

 

Fig. 4. Term frequency weight calculation 
methods 

Inverse Document Frequency (IDF): Measures the 
rank of the specific word for its relevancy within the 
text. Stop words which contain unnecessary 
information such as “a”, “into” and “and” carry less 
importance in spite of their occurrence. 

To explain the TF-IDF metric through the example; 

Let's have a 1000-word document named "D1". 
Assuming that the word "Computer" is mentioned 
10 times in this document, the TF value of the word 
"Computer" is calculated as follows. 

TF = 10/1000 = 0, 01 

We have 20 documents. Assuming that 10 of these 
documents refer to the word "Computer", the IDF 
value of the word "Computer" is calculated as 
follows. 

IDF = log (10/5) = 0, 69 

The TF-IDF calculation is equal to the multiplication 
of the TF and IDF values.  

TF-IDF = 0, 01 * 0, 69= 0, 0069 
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3.3 Obtaining documents from web search 

Among the keywords obtained using TF-IDF metric, 
the top n words with the highest value are added to 
the dictionary. Then, web search is repeated with 
the new words added to the dictionary and a list of 
documents is resulted from the web search. For this 
purpose, 3 different search engine APIs, Google, 
Bing and Yandex are experimented and generally 
different list of documents are returned from these 
search engines API’s. These documents are then 
given back to the system and dictionary words are 
obtained. Then, the similarity rates of the 
dictionaries obtained are evaluated comparatively. 

As a result of the implementation of TF-IDF metric, 
let the words "sport", "play" and "game" have the 
highest value. These words are then given as 
parameters to the relevant search engine API. 
Assuming that Google search engine API is used, 
meaningful words are combined with the space 
character and given to the Google search engine API 
as a parameter. For example, the words "sport", 
"play" and "game" are searched on the web as 
"game football sport". This process continues until 
the number of dictionary words reaches the 
specified parameter value. Thus, a continuous cycle 
is provided in the system. 

3.4 Dictionary similarity detection 

In this step, it is tried to determine the similarity of 
the dictionary obtained as a result of the application 
with the document/s presented initially. SimHash 
(Similarity Summary) algorithm was used as the 
similarity evaluation method. 

The SimHash algorithm comes from Moses 
Charikar's paper [18] and is the basis for feature 
extraction originally designed to solve the 
deduplication tasks of hundreds of millions of web 
pages. The main idea is to map higher dimensional 
feature vectors to lower dimensional feature 
vectors. The implementation process is basically 
divided into five steps: namely segmenting, hash, 
weighting, merging, and descending dimension 
[19]. The working procedure that applies SimHash 
to generate a document to a 64-bit fingerprint is 
illustrated in Figure 5 [20]. 

 

 

Fig. 5. The process of the simhash 

SimHash algorithm has been used in many different 
studies for similarity detection. In Jiang [21], and Pi 
[22], studies, SimHash algorithm was used to obtain 
document similarity. 

4 Experiments 

For all dictionaries, documents belong to the sports 
data used in the work [23], is given to the system as 
a starting point. In the study, 3 different 
experiments were performed. The first and second 
experiments reveal the effect of the number of 
meaningful words added to the dictionary in each 
cycle, while the third experiment points out the 
effect of the change in the dictionary size on the 
dictionary performance rate. 

4.1 Experiment I  

In this section, a sports (badminton) document is 
given to the system initially and 25 words 
dictionary is created. First of all, the dictionaries for 
3 search engines: Google, Yandex and Bing were 
created differently. Later, hash similarities of the 
dictionaries were compared. Only the best 
document was selected from the result document 
list of web search engine and it was used as next 
iteration seed document. At the same time, only one 
word was added to the dictionary. This word, which 
was added to the dictionary, was then given as a 
parameter to the relevant API in the next web 
search. 

Figure 6, 7, 8 gives the words of the dictionaries 
obtained by using Google, Bing and Yandex search 
engine APIs respectively. 
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Fig. 6. 25 words limited dictionary initialized by 
only 1 sports document using google search api 

 

Fig. 7. 25 words limited dictionary initialized by 
only 1 sports document using bing search api 

 

Fig. 8. 25 words limited dictionary initialized by 
only 1 sports document using yandex search api 

 

Fig. 9. Hash similarity performance of 25 words 
dictionaries based on search engines obtained by 
using only 1 sports document 

Commenting on the Figure 9, it can be easily 
expressed that the hash similarity performance (in 
other words the quality of dictionary) of the 
dictionary obtained using the Google search engine 
API overwhelms the other dictionaries. The 
performance order of web search engines is related 
to the ranking algorithm used by the search engines. 
We can infer from the results in Figure 8. Google 
finds more relevant documents than Bing and 
Yandex, and performs better in terms of reaching 
purpose-oriented information. 

4.2 Experiment II 

In this section, 2 sports (football) documents are 
given to the system initially and 25 words 
dictionary is created. Similar to Experiment I, 
dictionaries for 3 search engines were created 
differently. Later, hash similarities of the 
dictionaries were compared. For new iteration, two 
documents were obtained from the result list of web 
search engine and these were used as next iteration 
seed document. At the same time, only one word 
was added to the dictionary. This word, which was 
added to the dictionary, was then given as a 
parameter to the relevant API in the next web 
search. 

Figure 10, 11, 12 gives the words of the dictionaries 
obtained by using Google, Bing and Yandex search 
engine APIs respectively. 

 

Fig. 10. 25 words limited dictionary initialized by 2 
sports documents using google search api 

 

Fig. 11. 25 words limited dictionary initialized by 2 
sports documents using bing search api 

 
Fig. 12. 25 words limited dictionary initialized by 2 

sports documents using yandex search api 
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Fig. 13. Hash similarity performance of 25 words 
dictionaries based on search engines obtained by 

using 2 sports documents  

Figure 13 shows the hash similarity performance of 
the dictionaries on the basis of search engines. 
When the results were examined, parallel to the 
results obtained in Experiment I was obtained. In 
both experiments, the performance of the 
dictionary obtained by using Google search engine 
is higher than other dictionaries. However, it is 
noted that the Google search engine performance 
decreases from 73.9% to 68.75%. Decrease in 
performance in the dictionaries created with other 
search engines can easily be seen in the similar way. 
In general, we can conclude that when the number 
of initial documents is increased while the number 
of dictionary words remaining constant, the hash 
similarity performances of dictionaries decrease. In 
other words, if the number of initial documents 
increases then the subject of the dictionary cannot 
be determined exactly. For this reason, it lets to the 
addition of unrelated words to the dictionary and so 
that causes deviations from the dictionary content. 

4.3 Experiment III 

In this section, a sports (badminton) document is 
given to the system initially and 50 words 
dictionary is created. Similar to Experiment I, 
dictionaries for 3 search engines were created 
differently. Later, hash similarities of the 
dictionaries were compared. Only the best 
document was obtained from the result list of web 
search engine and this was used as next iteration 
seed document. At the same time, only one word 
was added to the dictionary. This word, which was 
added to the dictionary, was then given as a 
parameter to the relevant API in the next web 
search. Unlike Experiment I, only the number of 
dictionary words was increased. When the number 
of dictionary words is increased, it will be observed 
how the performance rates will change. 

Figure 14, 15, 16 gives the words of the dictionaries 
obtained by using Google, Bing and Yandex search 
engine APIs respectively. 

 
Fig. 14. 50 words limited dictionary initialized by 
only 1 sports document using google search api 

 
Fig. 15. 50 words limited dictionary initialized by 

only 1 sports document using bing search api 

 

Fig. 16. 50 words limited dictionary initialized by 
only 1 sports document using yandex search api 
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Fig. 17. Hash similarity performance of 50 words 
dictionaries based on search engines obtained by 

using only 1 sports document  

Figure 17 shows the hash similarity performance of 
the dictionaries on the basis of search engines. 
When the results were examined, it is seen that the 
performance rank of search engines has not 
changed. However, when compared proportionally, 
the hash similarity performances of dictionaries in 
that experiment are less according to the results 
obtained in experiment 1 and experiment 2. In this 
experiment, only the effect of increasing the 
number of words in the final dictionary is evaluated. 
So that, the number of initial documents and their 
subject left constant, while the number of dictionary 
words were increased to 50. When the results were 
examined, although the Google search engine hash 
similarity performance is still better, performance 
is decreased dramatically from 73.9% to 64.2%. In 
general, we can conclude that when the number of 
dictionary words is increased, the dictionary quality 
decreases. In order to maintain the quality of bigger 
dictionaries, they should be checked periodically 
and the outlier words must be cleared. 

5 Results 

In the study, subject-specific dictionaries were 
created by processing the first document which 
suggested by web search engine. Three different 
search engine APIs, Google, Bing and Yandex, were 
used in order to determine the retrieval 
performance with respect to the relevance to the 
search. When Hash similarity of dictionaries has 
been compared, then the following inferences can 
be concluded. 

• The highest performance in all experiments 
was achieved by using the Google search 
engine. Then, Bing and Yandex respectively. 

• When the number of initial documents is 
increased, the dictionary similarity rate 
decreases a result of differences between 
given initial documents as expected, 
provided that the number and subject of the 
dictionary remain constant. 

• When the number of dictionary words is 
increased, the dictionary quality decreases 
due to deviations occur in the dictionary. 

• When the number of dictionary words is 
increased, the dictionary should be checked 
periodically. If there is deviation in 

dictionary, then corrections should be made 
manually (semi-automatic dictionary). 

• The content of the document presented to 
the system is important. It should be 
informative enough about the topic without 
remaining any suspicion. Otherwise, 
dictionary words will not represent the 
subject of the desired dictionary. 

6 Future Studies 

As far as this model is considered, the following 
studies may be executed in the future. 

• For meaningful word detection, the 
Helmholtz Principle or Rake algorithm can 
be used instead of TF-IDF metric. 

• Other text similarity metrics (Cosine, 
Jaccard, etc.) could be used to measure 
performance of dictionaries. 
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