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Abstract— In this study, it is investigated that robots may acquire 

environmental awareness based on perceptual attention. The purpose of 

this study is to model a human-like perception system architecture for a 

humanoid robot to establish robust and efficient communication with 

humans and its environment. The modeling of the robot’s environment and 

deficiencies in the coordination of multi-modal perceptual stimuli are the 

main challenges for achieving this purpose. Previous works do not fulfill 

some of these requirements. We present a novel solution which covers a 

cognitive multi-modal integrated perception system. The computational 

framework contains features of basic feature extraction, recognition tasks, 

and spatial-temporal inference. In addition, it provides to help modeling 

perceptual attention and awareness. It is convenient that implementation 

works are carried out on the developed open-source software involving 

this architecture for social robots. The model’s performance can be 

evaluated by various interaction scenarios. In the future, it is considered 

that the framework presented in this study will guide to develop next-

generation cognitive models for social robots.   

Keywords— Cognitive perception, attention modeling, perceptual 
awareness, human-robot interaction. 

1 .  I N T R O D U C T I O N  

HE perceptual ability to interact with their social 

environment is very important not only for humans but also 

for social robots. These skills depend on their spatial-temporal 

world model representation, perceptual awareness, and 

attention (focus) abilities [1]. In nature, these functions and 

features are biologically achieved by sensory and perceptual 

regions of the neocortex in the human brain. The anatomical 

construct of the neocortex contains two major cerebral 

structures such as frontal and posterior parts [2]. Cognitive 

skills related to perception functions are involved in the 

posterior part of the cerebral cortex [2, 3]. This part of the cortex 

is divided into three sub-regions such as occipital, parietal, and 

temporal lobes. The occipital lobe which hosts regions of the 

primary visual cortex realizes post feature extraction on visual 

stimuli. The temporal lobe involves pattern recognition on 

visual and auditory stimuli. The parietal lobe which accepts 

visual and somatosensory stimuli is responsible for spatial 

perception [3]. However, smart digital assistants or social 

robots have confronted severe difficulties in accomplishing 

these abilities during human-machine interaction experiments 

[4]. To establish better interaction between the social robot and 

the human, cognitive perception systems are currently very 

critical issues for human-robot interaction (HRI) studies and 

social robotics [5].  

 

 

In daily life, as personal assistants, social robots which contain 

cognitive-perceptual functions can be utilized to support 

individuals attempting to interact with their social environment 

[6, 7]. Therefore, social robots should be equipped with a 

human-like perception system that incorporates spatial-

temporal cognitive perception skills to interpret world model 

representation and evaluates the human-machine interaction via 

joint attention in a shared workspace [1]. 

The spatial cognition deals with environmental (situation) 

awareness which involves spatial perception (e.g. locations, 

orientations, distances, and movements) of the objects [1, 8]. 

The temporal cognition deals with mid-level abstraction 

processes that involve temporal or non-spatial encoding (e.g. 

color, shape) of the objects, recognition of the patterns (e.g. 

objects, faces, spoken words). It is a very hard problem that 

high-level cognitive skills that make it possible to respond to 

multi-modal perceptual stimuli can provide some properties 

having environmental awareness as well as capabilities of 

pattern recognition and modeling of attention [1, 9]. The 

modeling of the robot’s social environment (e.g. the spatial 

world model representation and the interaction of physical 

behavior models) is one of the biggest problems [10]. Another 

major issue is the temporal perception that involves event (or 

situation) based world model representation [11-13]. 

Deficiencies in the representation of the world modeling or the 

coordination of multi-modal perceptual stimuli may cause 

interaction failures. 

          
Fig.1. Cognitive perception in social robots. 

 

The purpose of this study is to sketch a cognitive integrated 

multi-modal perception system for mobile robots that can be 

used as a social assistant. The computational approximation of 

the posterior neocortex may guide in which the cognitive 

perception system is developed in a software framework. It is 

expected that this solution may succeed in the case of world 

model representation having dynamic environments with 

uncertainties. This approach provides several contributions. 

For example, cognitive perception functions accepting multi-

modal stimuli (e.g. visual, auditory, and somatosensory) 
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perform several tasks including feature extraction, pattern 

recognition, and spatial perception. Perceptual coordination 

property includes several skills such as perceptual association 

(or sensory fusion) and competition between stimuli. This 

property plays an important role in the modeling of perceptual 

attention. To achieve them, supervised and unsupervised 

learning progress are performed on different modules of the 

cognitive perception system. 

The paper follows with section 2 that express related works. In 

section 3, design principles of the computational framework of 

cognitive integrated multi-modal perception system realizing 

the world model representation model and spatial-temporal 

situation awareness under dynamic environments with 

uncertainties are presented. After all, discussion, concluding 

remarks, and future works are expressed in section 4. 

 

2 .  R E L A T E D  W O R K S  

Computational cognitive architectures have been developed to 

solve perceptual and environmental modeling problems for 

social robots. The number of projects are rapidly increasing, 

and they promise to increase as a developing subject in the 

future. Certain quite interesting instances of computational 

architectures based on cognitive perception ensuring world 

model representation and attention model have been presented 

in recent years. 

Inceoglu et al. present a visual scene representation framework 

for service robots to produce and keep up exact models of their 

workplaces for object manipulation [14]. Their framework is 

intended to ensure a conventional system to both humanoid and 

manipulator utilizing various sorts of algorithms and sources of 

vision data streams. Different perception algorithms processing 

visual data are implemented to develop and persistently 

refreshing a world model representation. 

Kim et al. [15] investigated a curiosity-driven Dynamic World 

Model Learning (AWML) framework. To realize that, as 

visually exploring a 3D physical workplace plenty with the 

refinement of representative real-world agents, a curious agent 

building world models was built [16]. They aimed an AWML 

framework guided by -Progress: efficient and adaptive learning 

progress-based curiosity indicator and introduce that -Progress 

inherently provides ascend to an exploration policy. Thus, their 

- Progress-driven controller accomplished altogether higher 

AWML performance than controllers embodied with cutting 

edge exploration methodologies like random network 

distillation and model disagreement. 

Riedelbauch and Henrich introduced a highly adaptable method 

to the human-robot collaboration framework in which a robot 

dynamically chooses actions contributing to a common 

objective from a given behavior model [17]. According to this, 

a world model built from eye-in-hand camera images derived 

knowledge on the task progress. They utilized a human-aware 

world model sustaining an observation for trust in stored items 

concerning the ongoing human presence and past assignment 

progress, since data created by fractional workspace 

perceptions is not suitable over time, as humans may interact 

with resources. Their contribution was a decision-making 

mechanism utilizing this confidence indication score to 

interleave task operations with an active vision to replenish the 

world model. Comprehensive system tests spread different 

kinds of human interest in various benchmark assignments 

through the recreation of streamlined, fractionally randomized 

human models. The results of their system displayed scores 

related to functions for various parametrizations of their human-

robot joining structure. 

Rosinol et al. offered an integrated model for dynamic spatial 

perception: 3D Dynamic environment networks. The term 

environment networks expressed in their framework composed 

of a directed network including nodes as entities in the scene 

(e.g., objects, walls, rooms), and edges as relations (e.g., 

inclusion, adjacency) between nodes [18]. This notion is 

extended by Dynamic environment networks (DENs) to show 

dynamic scenes with moving agents (e.g., humans, robots), and 

to incorporate dynamic data that assists planning and decision-

making (e.g., spatiotemporal relations, topology at different 

levels of abstraction). Another novelty is to realize an automatic 

Spatial Perception eNgine (SPIN) to develop a DEN from 

visual-inertial data. They studied cutting edge strategies for 

human and object recognition and posture computation, and 

depicted how to detect objects, robot, and human nodes in 

crowded places. The visual-inertial SLAM and the dense 

human mesh tracking are incorporated by their work. Besides, 

they also offered algorithms to get hierarchical models of 

indoor areas (e.g., corridors, warehouses, hall, lobby, rooms) 

and their relations. Their last innovation is to show a spatial 

perception engine in a photo-realistic Unity-based simulator. 

3D Dynamic environment networks technique seems a deep 

effect on action selection, task planning, human-robot 

interaction, long-term autonomy, and environment modeling. 

Venkataraman et al. dealt with the issue of creating overall 3D 

models for genuine items utilizing a robot, that can expel items 

from the mess for better order [19]. They realized models of 

grasped objects using simultaneous manipulation and 

monitoring. Then their model processed visual data utilizing a 

kinematic representation of the robot to incorporate 

observations from various scenes and cancel background noise. 

For evaluation of their model, they employed a robot composed 

of a mobile platform with a manipulator and mounted with an 

RGBD camera to assemble voxelized representations of 

undefined items and then classify them into new categories. 

Persson et al. dealt with the issue of semantic world 

representation by merging statistical training and item linking. 

Their paradigm employs a top-down item binding approach 

based on full permanent property scores observed from 

perceptual sensor data [20]. According to their study, a binding 

pairing model trains to sustain item entities and is verified 

utilizing a big set of trained manually labeled ground truth data 

of real-world items. To add more complicated instances, a high-

level probabilistic item tracker was organized with the binding 

architecture and handled the tracking of occluded items with 

reasoning about the state of unobserved items. They displayed 

the performance of their system with scenarios including the 

shell game scenario. In this scenario, it is explained how binder 

items are stored by maintaining relations through probabilistic 

reasoning. 

Martires et al. aimed a semantic scene representation paradigm 

based on top-down item linking utilizing an item-originated 

model of the world [21]. Perceptual linking processes 
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continuous perceptual sensor data and sustains a correlation to 

a symbolic model. They continued the descriptions of linking 

to conduct multi-modal probability distributions and symbol 

linking model to a probabilistic logic reasoning for performing 

inference. In addition, they utilized stochastic correlation 

learning to allow the linking system to train symbolic 

information in the form of a set of probabilistic relationships of 

the world model from noisy and sub-symbolic sensor input. As 

exploiting the significance of relationships to reason about the 

state of items which are not directly detected by sensory input 

data, their system that incorporates perceptual linking and 

statistical relational learning, may sustain a semantic world 

model of all the items that have been perceived over time. They 

indicated the performance of the framework to verify their 

system, to execute probabilistic reasoning over multi-modal 

likelihood, the learning of probabilistic logical rules from 

linked items generated by perceptual observations. 
 

3 .  C O G N I T I V E  P E R C E P T I O N  

The main responsibilities of the cognitive integrated multi-
modal perception system are to build world model 
representation for dynamic and uncertain environments and to 
support to constitute joint attention with robot’s partners. In this 
study, the proposed framework providing initialize and 
establish social interaction evaluates its operations according to 
three main grounds such as human, robot’s entity, and 
environment. The proposed novel structure will represent 
spatio-temporal relations or features of the dynamic interaction 
between the robot and the world model. To improve the world 
model of a robot, the attention model is extracted from high-
level perceptual processing. This is a key element for measuring 
or detecting the spatio-temporal situation awareness level of the 
robot during interaction with its environment. 

 

Fig.2. Spatial perception. 

 

In order to constitute the robot’s world model representation, 
the perceptual cognition need to deal with multi-modal 
perceptual data fusion and anchoring of perceptual concepts 
[22]. In addition, perceptual cognition of the robot is organized  

 

by its world model representation and joint attention ability 
involving to establish a communicational link with the other 
(human or robot) during the interaction. The realizing situation 
awareness that is the ability to resolve and discover all 
perceptual relations built by the robot’s attention and world 
model representation model may be a big problem for the 
efficient social interaction between the human and the social 
robot. On the other hand, problems in manipulation between 
multi-modal perceptual stimuli make it difficult for the building 
of the robot’s attention model and world model representation 
during interaction with the social robot. Another issue in 
human-robot interaction might exhibit difficulties in modeling 
dynamic environments and associative learning of perceptual 
response with multi-modal stimuli. Perceptual corruption in 
processes of recognition and joint attention drastically restrain 
human-robot interaction (HRI) in socially interactive and 
shared workspaces with uncertainties. 

 

Fig.3. Temporal or non-spatial perception. 

 

The proposed framework has multiple modalities for visual 
perception, auditory perception, and somatosensory (physical) 
perception. According to the order of data flow, the pipeline of 
the generic algorithm is proceeded by several main tasks such 
as pre-processing, feature extraction, basic perceptual 
operations, and processing (perceptual cognition) respectively. 
In our cognitive framework, the most basic functions are feature 
extraction and grabbers capturing multi-modal input data 
streams (e.g. visual, auditory, and somatosensory). It is 
expected that the integration of visual data sources beside of the 
other data streams coming from non-visual sensor modalities 
(e.g., microphone array, tactile sensor, laser range finder, etc.) 
are considered to help to achieve human-like perceptual 
cognition [23]. In this section, the computational framework of 
the cognitive perception system is described so that it 
constitutes the perceptual model of the robot interacting with 
the environment and humans. Before cognitive perception 
processes involving world model representation and situation 
awareness, some feature extraction tasks realizing 
segmentation, edge detection, and filtering need to be 
performed as data pre-processing activities. After these 
preliminary processes are completed, higher-level cognitive 
modeling is realized by developing situation awareness and 
attention models for a social robot so that social interaction 
skills such as human-like communication between robots and 
humans are established. Our proposed cognitive perception 
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system introduces a generic template for world modeling which 
is based on anchoring knowledge between semantic concepts 
and perceptual relationships for social robots. It has to be 
analyzed about how knowledge representation can be used 
together with an anchoring mechanism. As a computational 
framework, the proposed cognitive integrated multi-modal 
perception system for social robot assistants annotates 
descriptions of recognized objects and makes anchoring these 
annotated representations to build a semantic network of 
perceptual relationships. It is considered this integrated solution 
in the context of social robots having perceptual cognition. In 
particular, we study how to constitute semantic relationships 
between percepts and concepts referring to features of items for 
social robots.  

 

Fig.4. Pseudo algorithm related to the framework. 

 

In this system architecture, for multi-modal perceptual data 
fusion and knowledge anchoring in world model representation, 
various machine learning methods may be utilized such as 
Bayesian networks, deep belief networks, support vector 
machine (SVM), Helmholtz machines and convolutional neural 
network (CNN or ConvNet). Recognition tasks include super-
vised learning methodologies. Generalization, classification, 
and clustering tasks are usually driven by unsupervised learning 
procedures. The hybrid formulation of methods depicts the 
effectiveness of the computational cognitive perception system, 
which realizes related perceptual-cognitive skills for a social 
robot. 

This framework which utilizes the knowledge anchoring model 
and determines semantic relations via machine learning tools 
offers human-like perception abilities enabling social robots to 
continuously learn object categories and affordances for 
achieving augmented world model representation and situation 
awareness with attention model. 

4 .  C O N C L U S I O N S  

Social robots need to interact with users to establish joint 
attention enabling behavioral, emotional, and intentional 
synchronization. To achieve these robots to do that, they should 
be equipped with a human-like cognitive perception system. In 
the present study, it is investigated design principles of a novel 
computational framework of cognitive perception system for 
social robots as the digital smart assistant. The cognitive 
perception system is a framework incorporating multi-modal 
sensor fusion to build a more realistic world model [24]. 

3D physical environment and its dynamics of the world model 
representation are evaluated by the spatial perception model. 
The temporal perception model of this framework is responsible 

for the recognition of non-spatial and event-based features. 
Also, this framework has an attention mechanism assisting to 
handle situation awareness under the supervision of semantic 
memory. 

It is expected that this sketched cognitive framework ensuring 
a human-like multi-modal perception mechanism will have 
robust performance against dynamic environments having 
uncertainties. In addition, a social robot with this proposed 
cognitive framework that allows constituting joint attention will 
be successful in social environments such as interactive areas 
existing humans. 

The proposed architecture represents a prospective model for 
the perceptual cognition system of social robots. Hence, the 
framework can be employed by digital assistants, smart devices, 
or social robots. The presented structure can be further 
developed in the future, by incorporating approximate models 
of the other cortical regions related to cognitive perception. 
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