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The Adaptation of Gray Wolf Optimizer to Data Clustering  

Highlights 

 Gray Wolf Optimizer for clustering problem 

 Meta-heuristic optimization for data mining 

 Nature-inspired evolutionary algorithm 

 

Graphical Abstract 

Gray Wolf Optimizer (GWO) is one of the nature-inspired evolutionary algorithm simulating the 

hunting of gray wolves. GWO has applied to solve several optimization issues in different fields. 

In this study GWO was examined in the case of data clustering. GWO was modified to get better 

clustering results and applied to well-known benchmark Iris, Wine, Glass, Cancer, Vowel, CMC 

datasets. The performance of GWO is compared the other K-means, PSO, GSA, BH and BB-BC 

algorithms used as clustering. The results show that GWO can be used for data clustering 

successfully. 

 
Figure The best error rates of GWO on the test datasets 

Aim 

The aim of this study is investigation of the capabilities of the Gray Wolf Optimization on the 

solving of clustering problems. 

Design & Methodology 

GWO is brought about to solve engineering optimization problems, thus the structure of the 

algorithm was adapted to solve clustering problems. Solutions are denoted as a vector made of 

floating point numbers. 

Originality 

In the study, it has been proved that GWO, one of the nature-inspired methods, can be used in the 

solution of data mining clustering problems. 

Findings 

GWO is suitable for applying to the data clustering problem successfully in spite of the few 

neglectable negative factors in result of intra cluster distances.  

Conclusion 

GWO is capable of finding out the best known solutions to the best-known solution in the 

literature. GWO tends to trap in local minimum solutions for complex datasets. Also, the 

performance of GWO gets lower as the length of coded solution increases. The optimizer can be 

benefited as a data cluster method in data science. 
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 ABSTRACT 

Data Clustering stands for a group of methods classifying patterns into groups and retrieving similarities or dissimilarities of a 

collection of objects. Clustering is used for pattern recognition, machine learning, etc. One of the approaches to clustering is 

optimization. The aim of the optimization is finding the best solution in the search space of a problem as much as possible. Many 

optimization methods were modified to solve clustering problems in literature. Gray Wolf Optimizer (GWO) is one of the nature-

inspired meta-heuristic algorithms simulating the hunting of gray wolves. GWO has applied to solve several optimization issues in 

different fields. In this study, GWO was examined in the case of data clustering. GWO was modified to get better clustering results 

and applied to well-known benchmark data sets. The performance of GWO was compared to the other algorithms used as clustering. 

The results show that GWO can be used for data clustering successfully.   

Keywords : Data clustering, meta-heuristic optimization, gray wolf optimizer, data mining. 

Bozkurt Optimizasyon Yönteminin Veri Kümelemeye 

Uyarlanması 

ÖZ 

Veri Kümeleme, veri desenlerini gruplar halinde sınıflandıran ve bir nesne benzerliklerini veya farklılıklarını ayrıştıran bir 

yöntemlerdir. Kümeleme, örüntü tanıma, makine öğrenimi vb. için kullanılır. Veri Kümelemeye yönelik yaklaşımlardan biri de 

optimizasyondur. Optimizasyonun amacı, bir problemin arama alanında mümkün olan en iyi çözümün bulunmasıdır. Literatürdeki 

kümeleme problemlerini çözmek için birçok optimizasyon yöntemi uyarlanmıştır. Bozkurt Optimizasyonu (BO), boz kurtların 

avlanmasını simüle eden doğadan ilham alan sezgi ötesi algoritmalardan biridir. BO, farklı alanlardaki çeşitli optimizasyon 

sorunlarına başarılı çözüm üretmektedir. Bu çalışmada BO, veri kümeleme için incelenmiştir. BO, daha iyi kümeleme sonuçları 

elde etmek için değiştirilerek, iyi bilinen veri kümelerine kıyaslama amacıyla uygulanmıştır. BO'nun performansı, kümeleme olarak 

kullanılan diğer algoritmalarla karşılaştırılmıştır. Sonuçlar, BO'nun veri kümeleme için başarıyla kullanılabileceğini 

göstermektedir. 

Anahtar Kelimeler: Veri kümeleme, meta-sezgisel optimizasyon, bozkurt kurt optimizasyonu, veri madenciliği.

1. INTRODUCTION 

Data clustering, grouping of a set of data, is one of the 

most significant methods for data analytics. It executes a 

process to separate the data according to the similarities 

and dissimilarities. [1-3]. Clustering has been applied to 

problems in a variety of areas, including exploratory data 

mining [4], image processing [5,6], disease diagnostic 

[7], astronomy [8], genetic [9] and, mathematical 

programming [10], etc. 

Data clustering approaches can be grouped into two 

types. The first one named supervised technique uses an 

external trainer indicating the target class to which a data 

vector should belong. The other one named unsupervised 

clustering does not have a trainer. Data vectors are 

grouped by distance from each other in unsupervised 

clustering. The distance is utilized to figure out 

similarities between data objects in this technique. The 

clustering is defined as giving N objects and assigning 

every object to one of K clusters. It is aimed to minimize 

the result of squared Euclidean distances between every 

data object and the centroid of the cluster that belongs to 

all allocated data object: 

𝐹(𝑂, 𝑍) = ∑ ∑ 𝑊𝑖𝑗‖𝑂𝑖 − 𝑍𝑗‖
2𝐾

𝑗=1
𝑁
𝑖=1  (1) 

Where ‖𝑂𝑖 − 𝑍𝑗‖ is the Euclidean distance between the 

cluster center Z and a data object 𝑂𝑖 . 𝑊𝑖𝑗 indicates 

whether 𝑂𝑖  is assigned to cluster j or not. If the object is 

assigned, the value takes 1, otherwise 0. 𝑊𝑖𝑗 can take 

values in the interval between [0, 1] in fuzzy clustering 

[11]. 

In order to solve the clustering problems, many heuristic 

approaches have been implemented. Data clustering 

algorithms are mostly divided as hierarchical structure 

and partitioned techniques [2,3,12]. For example, K-

means is a famed clustering algorithm due to its 

performance and simplicity [2,3]. Furthermore, Black 

Hole (BH) algorithm [11], tabu search optimization [13], 
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genetic algorithm optimization [14,15,16,17], ant colony 

optimization [18,19,20], honey bee optimization [21], 

Particle Swarm Optimization (PSO) [22,23,24], bee 

colony algorithm [25], Gravitational Search Algorithm 

(GSA) [26, 27], a binary search algorithm [28] and Big 

Bang Big Crunch (BB-BC) algorithm [29] were used to 

solve data clustering problems. In computer science, 

many optimization algorithms have been developed by 

inspiring with living creatures in nature to find out the 

optimum solution among all feasible solutions. The 

nature-inspired optimization algorithms are being used in 

numerous research areas such as computer science 

[30,31], data mining [32, 33], industry [34], agriculture 

[35], medicine [36], economy [37], and engineering [38]. 

GWO is a comparably novel nature-inspired optimization 

approach. It is applied to many optimization issues in 

different areas successfully. The GWO was developed 

based on the gray wolf behavior that mimics the 

leadership hierarchy and hunting mechanism in wildlife 

[39]. GWO is a meta-heuristic optimizer developed to 

solve the restricted continuous optimization problems 

such as engineering design problems.  GWO and its 

modifications were applied to various problems in 

different fields successfully. In this study, GWO has been 

applied to clustering problems for the first time. Authors 

investigated the capability of GWO on solving clustering 

problems which are out of the target scope of GWO. 

In this study, GWO was modified to solve clustering 

issues and applied to Wine [40], Iris [41], Wisconsin 

Breast Cancer (WBC) [42], Vowel [43], Glass [44] and 

Contraceptive Method Choice (CMC) [45] well-known 

data sets in literature. The clustering performance of the 

GWO on these datasets were compared with K-means, 

PSO, GSA, BH and BB-BC. PSO was inspired from 

behaviors of the swarms such as bird or fish swarms 

training in nature [46]. The GSA was developed based on 

the notion of mass interactions and the law of gravity 

[47]. The BB–BC optimizer is based on one of the 

theories of the evolution of the universe. It is composed 

of the BB–BC phases [48]. BH is inspired by the black 

hole phenomenon. According to the experimental 

studies, the GWO algorithm can be applied to data 

clustering issues successfully. In the study, Matlab was 

used as an application development environment for the 

cluster analysis. 

The organization of the study is as follows: In Section 2, 

explanation of the GWO is detailed. In Section 3, 

proposed GWO and its adaptation for cluster applications 

is introduced. The experimental results of the optimizers 

applied to the benchmark problems are given in Section 

4. In section 5, the conclusion of the study is presented. 

 

2. GWO FOR CLUSTERING 

The GWO, is a population based meta-heuristic method 

and inspired by the communal life of gray wolves [39]. 

The gray wolves have a strict hierarchical structure in 

their population. A wolf in a pack is assigned to one of 

the four ranks named as Alpha, Beta, Delta and Omega 

from top to bottom, respectively. The wolf with the rank 

of alpha is the leader of the pack and takes decisions and 

gives orders to the others. Beta, who is the deputy of the 

Alpha, both advises the alpha and organizes the pack. 

The hierarchical position of the Deltas is between Betas 

and Omegas. The wolves, with rank of delta take the role 

of scout, sentinel, elder, hunter, and caretaker. Omega, 

which is the lowest rank in the pack, corresponds to the 

rank of the wolves excepting for the top three ranks. 

Though omegas are considered as trivial, their absence 

leads to major problems in pack for daily routines [40-

50]. 

GWO is especially inspired by the hunting strategies of 

the gray wolves shaped by the hierarchical contexture. 

The hunting is performed in three stages below: 

 

• Follow, approach and catch the prey, 

• Hunt, surround and harassment until prey is 

motionless, 

• Attacking towards prey, 

 

Mirjali et al. [39] brought about the GWO algorithm and 

figured out the mathematical model of the hunting 

strategies of the grey wolves. They applied the algorithm 

to well known engineering optimization problems 

successfully. GWO is typically a population based meta-

heuristic method.  Individuals correspond to the wolves 

while population corresponds to the pack, the individuals 

with the top three fitness values are considered to be the 

Alpha (α), Beta (β) and Delta (δ), consecutively. The 

other individuals in the pack are assumed to be Omega 

(ω). Moreover, the prey stands for the optimum solution 

and hunting area corresponds to the search space. 

The wolves in pack surround the prey during the hunting. 

Their locations are updated on each iteration according to 

Equations (2) and (3). 

D⃗⃗ = |C⃗ . 𝑋P
⃗⃗ ⃗⃗  (t) − X⃗⃗ (𝑡)   (2) 

X⃗⃗ (t + 1) = 𝑋P
⃗⃗ ⃗⃗  (t) − A⃗⃗    (2) 

In the Equations (2) and (3), D⃗⃗  represents the distance 

vector between the prey and the wolves.  t stands for the 

current iteration, A⃗⃗   and C⃗   the coefficient vectors, 𝑋P
⃗⃗ ⃗⃗    the 

location vector of the prey, and X⃗⃗  indicate the locations 

of the individuals. A⃗⃗  and C⃗  are calculated as the Equations 

(4) and (5): 

A⃗⃗ = 2a⃗ . r1⃗⃗  ⃗ − a⃗     (4) 
a = 2 − t ∗ 2/T    (5) 

C⃗ = 2. r2⃗⃗  ⃗    (6) 

Where, the vectors r1⃗⃗  ⃗, r2⃗⃗  ⃗ are changed in the range of [0,1] 

randomly at each iteration. T is the number of iterations 

and  a⃗  decreases from 2 to 0 linearly during the iterations 

(4). A⃗⃗  represents the moving of individual and take value 

between [-1,1]. They move away from the prey in case 

of |𝐴| > 1| and closing in case of |𝐴| < 1. C⃗  represents 
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the weight of the location of the prey in the calculation of 

the D⃗⃗  in Equation (2). 

The location of the optimum solution is unknown in 

unphysical and multi-dimensional search space in 

comparison with real life. Therefore, it is utilized from 

the closest solutions in the population (Figure 1). 

Equation (3) is rearranged in terms of the locations of 

Alpha, Beta and Delta. Therefore, the locations of 

individuals are updated as per the Equation (13) at each 

iteration. 

 

𝐷𝛼
⃗⃗⃗⃗  ⃗ =  |𝐶1

⃗⃗⃗⃗  . 𝑋𝛼
⃗⃗ ⃗⃗  − 𝑋  |                  (7) 

𝐷𝛽
⃗⃗ ⃗⃗  =  |𝐶2

⃗⃗⃗⃗  . 𝑋𝛽
⃗⃗ ⃗⃗  − 𝑋  |             (8) 

𝐷𝛿
⃗⃗ ⃗⃗  =  |𝐶3

⃗⃗⃗⃗  . 𝑋𝛿
⃗⃗ ⃗⃗  − 𝑋  |             (9) 

𝑋1
⃗⃗⃗⃗ =  𝑋𝛼

⃗⃗ ⃗⃗  − 𝐴1
⃗⃗⃗⃗ . (𝐷𝛼

⃗⃗⃗⃗  ⃗)           (10) 

𝑋2
⃗⃗⃗⃗ =  𝑋𝛽

⃗⃗ ⃗⃗  − 𝐴2
⃗⃗ ⃗⃗ . (𝐷𝛽

⃗⃗ ⃗⃗  )           (11) 

𝑋3
⃗⃗⃗⃗ =  𝑋𝛿

⃗⃗ ⃗⃗  − 𝐴3
⃗⃗ ⃗⃗ . (𝐷𝛿

⃗⃗ ⃗⃗  )           (12) 

𝑋 (𝑡 + 1) =  
𝑋1⃗⃗⃗⃗  ⃗+ 𝑋2⃗⃗⃗⃗  ⃗+ 𝑋3⃗⃗⃗⃗  ⃗

3
           (13) 

 

 
Figure 1.  Position shift of a gray wolf for 2D search space in 

GWO [39] 

 

Algorithm 1 GWO Algorithm[39]. 

Create an initial  population Xi =(i=1, 2,…, n) 
Initialize the coefficients a, A, and C 
Calculate the fitness values of each search agent 
Xα  = the best individual  
Xβ  = the second individual 
Xδ = the third individual  
while (t < Max number of iterations) 
    for each individual 

Update the position of the current individual by 
equation (12)  
   end for 
   Update the coefficients a, A, and C 
   Calculate the fitness of all individuals 
   Update Xα , Xβ , and Xδ  
   t=t+ I 

end while 
return Xα 

GWO is brought about to solve engineering optimization 

problems, thus the structure of the algorithm was adapted 

to solve clustering problems. Structure of solutions was 

coded according to the clustering problems in question at 

the initial stage. Solutions are denoted as a vector made 

of floating point numbers. The vectors consist of the 

centers of the clusters; Z = {Z1, Z2, …, Zj} if j is the 

number of clusters.  For each j=1,…,j, the Zj, is also a 

vector denoting values of  the center of a cluster; Zj= {zj1, 

zj2, ...,  zjf} where f is the number of features for the 

problem handled. Thus, the length of a solution equals to 

𝑗 ∗ 𝑓 (Figure 2). Though each value in a structure stands 

for a design variable in original GWO; each value 

corresponds to a feature value of a center of clusters. 

 
Figure 2. The structure of a solution. 

 

Another modification was made to get better results for 

clustering problems. The search area shrinks during the 

iterations depending on the value of a. The value of 𝑎   

decreases according to Equation (14) rather than the 

Equation (5). It was aimed with this modification that 

GWO can converge to optimum solution faster and make 

much more search iteration around the best solution. 

Thus, the algorithm can get better results by the sensitive 

searching. The chart of the modified version of the “a” 

value during the iterations is given in (figure 3.a and 

figure 3.b). 

𝑎 = − 𝑙𝑜𝑔( (𝑡 + 4)/𝑇)/2  (14) 

 
Figure 3.a.  The chart of the modified version of the “a” value 

during the iterations 

 
Figure 3.b.  The chart of the original version of the “a” value 

during the iterations 
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3. EXPERIMENTAL STUDIES 

GWO was applied to the six datasets benefited in the 

similar studies in literature frequently to evaluate the 

performance of GWO in clustering issues. The datasets 

have different levels of complexity. The datasets are 

available, as named Wine, Iris, WBC, Vowel, Glass and 

CMC, in the public repository of the Machine Learning 

Database. The features of the datasets are presented in 

Table 1. Evaluation studies were conducted relying on 

two metrics, these are the result of intra-cluster distances 

as an internal quality and error rate (ER) as an external 

quality. The proposed GWO algorithm was simulated 50 

times on the test datasets in the evaluation process. 

In the first stage, the performance evaluation was 

conducted in terms of the result of intra-cluster distances 

as an internal quality measure. The metric is computed 

by summing up the distance between each data object and 

the centroid of its cluster corresponding, as defined in 

Equation (1). Also, Equation (2) is used as the fitness 

function of the proposed GWO. Therefore, the best 

solution is regarded as the one with the smallest value of 

the result of intra-cluster distances. 

The proposed GWO was applied to the data sets in 200, 

500, 1000, 2000 and 5000 iterations to evaluate the sum 

of intra-cluster distance performance. As given results in 

Table 2, the performance is getting better while the 

number of iterations is increasing. This result is caused 

due to the fact that GWO searched the search space more 

comprehensively with little intervals of the “a” value in 

Equation (14). 

 

 

Table 1. Specifications of the benchmark datasets. 

Datasets Features Clusters Length of solution Data objects 

Iris 4 3 12 150 (50,50,50) 

Wine 13 3 36 178 (59, 71,48) 

Glass 9 6 54 214 (70, 76,17, 13, 9,29) 

Cancer 9 2 18 683 (444,239) 

Vowel 3 6 18 871 (72, 89,172,151,207,180) 

CMC 9 3 27 1473 (629,334,510) 

 

Table 2. The best values of GWO in the sum of intra-cluster distances for different iterations. 

 Iterations 

Dataset 200  500  1000  2000  5000  

Iris 96.65642 96.65562 96.65553 96.65549 96.65549855 

Wine 16,306.14 16,301.05 16,301.20 16,299.54 16,299.71 

Glass 284.0556 275.2466 254.5954 242,6367 239,1630 

Cancer 2,964.388 2,964.387 2,964.387 2,964.387 2,964.38697 

Vowel 148,985.9 148,968.8 148,968.8 148,967.3 148,967.27 

CMC 5,550.572 5,545.597 5,536.514 5,534.756 5,533.6491 

 

ER is the rate of the data objects assigned to a wrong 

cluster to all data objects. The value is figured out by the 

Equation (15). Statistical evaluation of ER performance 

values is presented in Figure 4 and Table 3. According to 

the results in Figure 4, there are different results between 

the best and the worst values except the cancer dataset. 

This situation affects the values of the standard deviation 

and the average adversely (Table 3). Nevertheless, the 

low standard deviation values indicate the stability of the 

GWO on the data clustering in ER. 

 

𝐸𝑅 =  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑤𝑟𝑜𝑛𝑔 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑜𝑏𝑗𝑒𝑐𝑡𝑠

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑏𝑗𝑒𝑐𝑡𝑠 𝑤𝑖𝑡ℎ𝑖𝑛 𝑑𝑎𝑡𝑎𝑠𝑒𝑡
× 100   (15) 

 

Table 3. The standard deviation rates of GWO on the 

benchmark datasets 

Iris Wine Glass Cancer Vowel CMC 

0.1005 0.0019 0.0159 0 0.0168 0.0034 

 

The efficiency of the GWO is also compared to known 

algorithms applied to the same datasets in the literature, 

such as PSO [39], K-means [3], GSA [26] and the BB–

BC algorithm [29]. The comparison results are presented 

in Table 4. GWO is capable of clustering successfully as 

well as other algorithms. Furthermore, GWO can find out 

the best known solutions for some datasets. Yet, the local 

minimum issue is also seen within performance values of 

GWO. Thus, relative performance loss is occurring in 

terms of standard deviation and average values. 

 
Figure 4. The best error rates of GWO on the test datasets 

Another outcome is that the solution length of the handed 

dataset is related to the clustering performance of GWO. 

While the length of the solution is increased, the 

performance of the GWO is decreasing. 
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Experimental results show that GWO is suitable for 

applying to the data clustering problem successfully in 

spite of the few neglectable negative factors in the result 

of intra cluster distances. Though the result of intra 

cluster distances is one of the performance metrics, ER is 

a more important indicator to evaluate the performance 

of the method. ER shows the rate of the instances, 

assigned to the wrong class. So, ER is related to the aim 

of data clustering directly. So it is indicated that GWO is 

suitable for data clustering. 

 

Table 4. The result of intra cluster distances scores of the optimizers for the six datasets. 

* 

These values were obtained from [11] 

 

The best centroid values obtained through GWO on the 

benchmark datasets are shown from Table 5 to Table10. 

The best centroid values by GWO are given to confirm 

the result of intra-cluster distances in Table 4. The best 

values given in Table 4 can be figured out by matching 

the data objects to the closest centroids in Table 5-10 

corresponding to each dataset. 

 
Table 5. The best centroid values by the GWO on Iris 

Centroid 1 Centroid 2 Centroid 3 

6.73334398 5.01215680 5.93429679 

3.06782007 3.40311599 2.79781223 

5.63005805 1.47165067 4.41790502 

2.10675929 0.23590453 1.41722526 

 

Table 6. The best centroids values by the GWO on Cancer 
Centroid 1 Centroid 2 

2.88928946 7.11712971 

1.12779310 6.64109914 

1.20064472 6.62547440 

1.16413571 5.61431300 

1.99338427 5.24077130 

1.12120833 8.10099069 

2.00545249 6.07815154 

1.10130729 6.02183011 

1.03163940 2.32573144   

 

Table 7. The best centroid values by the GWO on Wine 
Centroid 1 Centroid 2 Centroid 3 

12.80658372 13.75843441 12.54180067 

1.96508144 3.37192665 3.06934434 

2.34493014 2.72629556 1.55715722 

19.49626401 16.89807027 21.30135468 

98.93607532 105.25348871 92.51565716 

1.35523503 1.89796866 1.38748617 

1.71259028 1.74577570 0.62248771 

0.19946529 0.55089370 0.17843652 

1.50235910 2.03359464 0.73796214 

5.48311739 4.61103946 4.14280891 

0.56750425 1.47572125 0.51701115 

2.99125610 2.29850551 1.67319456 

686.97619901 1137.35875577 463.62273635   
 

 

Table 8. The best centroid values by the GWO on CMC 
Centroid 1 Centroid 2 Centroid 3 

24.41838394 33.49378043 43.63946211 

3.04268594 3.13382643 3.00003085 

3.51307004 3.55270109 3.45329002 

1.79184917 3.64505059 4.58234918 

0.92762447 0.79115542 0.78125578 

0.79696551 0.65314008 0.72949883 

2.30230870 2.10101650 1.82408931 

2.97220900 3.28699977 3.43221127 

0.04529515 0.00000000 0.22780963   
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Table 9. The best centroid values by the GWO on Glass 
Centroid 1 Centroid 2 Centroid 3 Centroid 4 Centroid 5 Centroid 6 

1.52282348 1.52368061 1.51778986 1.51569913 1.52687543 1.53066913 

13.11785923 14.67676849 13.18392736 13.82924814 13.76948684 11.80741490 

3.53090954 0.03918885 0.15427764 3.17324394 1.16623307 1.66755480 

1.36036679 2.16393150 1.27414275 0.43529372 1.47752216 0.84549628 

72.81365330 73.25622821 72.94790833 71.81929700 71.54959457 71.89547215 

0.48727383 0.06002588 1.25315407 0.44588649 1.64233565 0.26554644 

8.39808721 8.74141930 11.40378743 9.69922309 5.88760101 14.95504240 

0.16335778 0.83393072 0.08103364 0.12688376 0.78324327 0.91370209 

0.03829633 0.00000000 0.10766524 0.40252224 0.23447034 0.09689924   

 

Table 10. The best centroid values by the GWO on Vowel 
Centroid 1 Centroid 2 Centroid 3 Centroid 4 Centroid 5 Centroid 6 

407.96094162 623.86795143 357.48259176 439.26145682 375.54852609 506.91553722 

1018.0765515 1309.6438279 2291.3751102 987.67131324 2149.3836590 1839.6873301 

2317.8152581 2333.4010569 2977.4118058 2665.42488447 2678.42068007 2556.19805340 

4. CONCLUSION 

The capabilities of the GWO on the solving of clustering 

problems are investigated in this study. Thus the GWO 

can be applied to clustering problems. The optimizer is 

capable of finding out the best known solutions or the 

closest solutions to the best-known solution in the 

literature. On the other hand, GWO needs a few 

impartments for better performance in clustering. GWO 

tends to trap in local minimum solutions for complex 

datasets. Also, the performance of GWO gets lower as 

the code length of solutions increases. The optimizer can 

be benefited as a data cluster method by the researchers 

and the analyzers in data science. In future studies, 

improvements to overcome the local minimum and the 

length of solution issues of the GWO can be made. 
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