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Abstract 

 

In this study, it was aimed to compare the performance of proposed estimators in the presence of multicollinearity that 

will be used in regression analysis as an alternative to Least Squares. Birth weight was estimated by using placental 

features such as sex, placental efficiency, total cotyledon numbers, large cotyledon weight, medium cotyledon weight, 

small cotyledon weight, large cotyledon number, medium cotyledon number, small cotyledon number, large cotyledon 

width, medium cotyledon width, small cotyledon width, large cotyledon length, medium cotyledon length, small 

cotyledon length, large cotyledon depth, medium cotyledon depth, small cotyledon depth for Bafra sheep breed. In the 

presence of multicollinearity, more reliable models can be obtained by using some estimator. The performances of the 

Ridge and Liu estimators, which are suggested methods for this situation, were compared. MSE, RMSE, rRMSE, MAPE, 

R2, and AIC were used as model comparison criteria. As a result of, in the presence of multicollinearity; Liu estimator is 

recommended as an alternative method to Least Squares. 
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1. Introduction 
The main purpose of animal breeding is to genetically 

improve populations of livestock and thus produce more 

efficient production from future populations (Onder and 

Abaci, 2015; Sen et al., 2019). In general, newborn lambs 

with higher birth weight are considered as selection 

criteria that have higher birth weight are selected as 

breeding material for the future population (Sen et al., 

2019). 

Reproductive parameters have major effects in small 

ruminant breeding. In particular, the success of the 

gestation period effect the health of the newborn lamb 

(Brzozowska et al., 2020). Postnatal mortality of offspring 

in sheep breeding depends on placental features (Dwyer 

et al., 2005). Many studies showed that the placental 

features have positive and strong correlations between 

birth weight for newborn lambs (Echternkamp, 1993; 

Konyali et al., 2007; Alkass et al., 2013; Ozyurek, 2019; 

Osgerby et al., 2003; Dwyer et al., 2005; Sen et al., 2013; 

Sen and Onder, 2016). Placental features are more 

important indicators for the birth weight in sheep and 

goat breeding (Ozyurek and Turkyilmaz, 2020). 

BSJournals 



Black Sea Journal of Engineering and Science 

BSJ Eng. Sci. / Cem TIRINK                                                                     139 
 

Morphometric parameters of the placenta affect fetal 

growth and thus, placental size play vital roles for the 

birth weight and detecting the postnatal viability (Sen et 

al., 2013; Brzozowska et al., 2020). 

Placental features give much information for the birth 

weight, postnatal viability. Researches using many 

properties are the subject of multivariate statistics. One of 

the multivariate statistical methods used to reveal the 

relationships between placental morphological features 

and birth weight of animals is regression analysis. In 

multivariate statistical modeling, regression analysis is a 

process to estimate the relationship between explanatory 

variables and response variable (Ari and Önder, 2013). 

Many methods are used to estimate the response variable 

and the most common of which is the Least Squares (LS) 

method (Uckardes et al., 2012). LS method requires some 

assumptions to make an effective model estimation. When 

in the presence of multicollinearity between explanatory 

variables is provided from these assumptions, alternative 

methods such as Ridge estimator, Liu estimator are 

proposed (Hoerl and Kennard, 1970; Liu, 1993). 

The aim of this study, to compare the performance of 

proposed estimators in the presence of multicollinearity 

that will be used in regression analysis as an alternative 

to Least Squares using some placental characteristics in 

Bafra sheep. 

 

2. Material and Method 
This study was carried out on 40 Bafra sheep kept on 

Ondokuz Mayis University research farm unit in Samsun 

Province of Turkey. For this aim, some placental 

measurements such as sex (S), placental efficiency (PE), 

total cotyledon numbers (TCN), large cotyledon weight 

(LCW), medium cotyledon weight (MCW), small cotyledon 

weight (SCW), large cotyledon number (LCN), medium 

cotyledon number (MCN), small cotyledon number (SCN), 

large cotyledon width (LCWi), medium cotyledon width 

(MCWi), small cotyledon width (SCWi), large cotyledon 

length (LCL), medium cotyledon length (MCL), small 

cotyledon length (SCL), large cotyledon depth (LCDe), 

medium cotyledon depth (MCDe),  small cotyledon depth 

(SCDe) were used as explanatory variables. The birth 

weight of lamb is a response variable. All statistical 

analyses were performed using the RStudio software (R 

Core Team, 2020). The “stats”, “lmridge”, “liureg” 

packages were used to perform for LS method, Ridge 

estimator and Liu estimator, respectively (R Core Team, 

2019; Imdad and Aslam, 2018a; Imdad and Aslam, 

2018b). To perform the model selection criteria was used 

to “ehaGoF” package (Eyduran, 2019). 

In the matrix form of multiple regression is: 

 

       

 

where; Y is a response variable, X is a matrix for the 

explanatory variables and   is a vector for regression 

coefficients and   is an error term. The most common 

method used to estimate the model in regression analysis 

is the LS method. The main purpose of the LS minimizes 

the sum of squares of error terms (Kutner et al., 2004). 

 

 ̂         ∑(    ̂ )
 

            

 

Some assumptions need to be provided to estimate the 

optimum model with LS. The first assumption is that the 

regression model must be linear. The second assumption 

is that the value of the expected error for the regression 

model must be zero. Further, the variance of the errors 

must be constant and the errors must be independent 

(Sarstedt and Mooi, 2014). Besides these assumptions, 

there should not be a linear relationship 

(multicollinearity) between the explanatory variables 

(Tirink et al., 2020). In the presence of multicollinearity, 

the results of the model to be obtained will not reliable 

(Cankaya et al. 2019). 

There are many methods for determining 

multicollineartiy. One of them is the determination of 

multicollinearity with Variance Inflation Factor (VIF) 

value. When the VIF value is greater than 10, it can be 

mentioned that there is multicollinearity between the 

explanatory variables (Albayrak, 2005; Topal et al., 2010). 

 

        
 

    
  

 

2.1. Ridge Estimator 

The ridge estimator, whose main purpose is to obtain 

more reliable models by eliminating the multicollinearity 

between the explanatory variables, was proposed by 

Hoerl and Kennard (1970). In the case of multicollinearity 

between the explanatory variables, variance and 

covariances will increase in the X'X matrix. (Vupa and 

Gurunlu Alma, 2008; Uckardes et al., 2012). To reduce the 

variance and covariances in the X'X matrix, the bias 

coefficient k is added to the diagonal elements of the 

matrix (Tirink et al., 2020). k should be between 0 and 1. 

If the bias coefficient of k is zero, regression parameter 

estimation is the same as LS (Uckardes et al., 2012). 

Regression parameter estimation as a matrix notation is 

given below with the ridge estimator. 

 

 ̂      (      )      

 

It is important to calculate optimum k value. Many 

researchers suggested a lot of method for calculating the 

optimum k value. The equation is given below that 

proposed by Kurtulus (2001) for calculating the optimum 

bias coefficient of k value based on eigenvalue: 
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2.2. Liu Estimator 

The Liu estimator, whose main purpose is to eliminate the 

multicollinearity between explanatory variables. Liu 

estimator was proposed by Liu (1993). To eliminate the 

multicollinearity, the Liu estimator was proposed by 

combining Stein and Ridge estimator (Alpu and Samkar, 

2010). Regression parameter estimation as a matrix 

notation is given below with the Liu estimator. 

 

 ̂    (     )  (      ) ̂   

 

d is a biasing parameter used to overcome the 

multicollinearity. d parameter should be between 0 and 1.   

 ̂    is a linear function of biasing parameter of d so that 

to calculate d is easier than k (Alpu and Samkar, 2010). 

The equation is given below that for calculating the 

optimum biasing parameter of d based on the matrix of 

eigenvectors (  ) (Alpu and Samkar, 2010): 
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2.3. Model Selection Criteria 

Mean square error (MSE), root mean square error 

(RMSE), relative root mean square error (rRMSE), mean 

absolute percentage error (MAPE), determination of 

coefficient (R2) and Akaike information criteria (AIC) 

were used as a model selection criteria as To measure the 

model accuracy of estimators used model comparison 

criteria as given below. 
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Within the scope of model selection criteria, the lowest 

RMSE, MAPE, AIC values and the highest R2 values were 

considered for the criteria used in the selection of the best 

model. (Tatliyer, 2020). 

2.4. Ethical Consideration 

The experiment design was approved by the Local Animal 

Care and Ethics Committee of Ondokuz Mayis University 

with an approval number of 2018-31. 

 

3. Results and Discussion 
In this study, different estimators that are in the presence 

of multicollinearity were used to estimate the birth 

weight of Bafra sheep. Descriptive statistics for response 

and explanatory variables are in Table 1 and Table 2 and 

correlations among them was given in Figure 1. 

3.1. Results of Least Squares 

Regression coefficients, its standard error, test statistics 

and significance level obtained from the LS method are 

given in Table 3. According to the Table 3, intercept, S, 

SCW, MCL and LCDe were determined to be statistically 

significant (p<0.05). 

3.2. Results of Ridge Estimator 

VIF values for each biasing parameter of k were given in 

Table 5. In Table 5, the optimum k value was determined 

as 0.013. Regression coefficients, its standard error, test 

statistics and significance level obtained from the ridge 

estimator were given in Table 4. According to the Table 4, 

S and SCW were determined to be statistically significant 

(p<0.05). 

3.3. Results of Liu Estimator 

Regression coefficients, its standard error, test statistics 

and significance level obtained from the ridge estimator 

were given in Table 6. According to the Table 6, S, SCW 

and LCDe were determined to be statistically significant 

(p<0.05). 

 

Table 1. Descriptive statistics for explanatory variables 

  n Median Minimum Maximum 

Male 

LCN 

22 

9 1 39 

MCN 22 5 38 

SCN 18 4 66 

Female 

LCN 

18 

8 18 21.50 

MCN 0 2 1 

SCN 26 51 36 
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Table 2. Descriptive statistics for response and explanatory variables 

  n Mean±Standard Deviation Minimum Maximum 

Male 

BW 

22 

5.19 ± 0.72 3.50 6.53 
PE 240.99 ± 104.24 2.32 505.71 
TCN 53.55 ± 17.79 26.00 89.00 
LCW 28.36 ± 23.01 6.94 100.00 
MCW 30.57 ± 12.38 10.19 59.00 
SCW 15.43 ± 9.79 1.00 34.00 
LCWi 28.18 ± 7.75 15.20 47.08 
MCWi 21.9 ± 4.16 16.40 30.22 
SCWi 15.01 ± 3.89 9.40 23.36 
LCL 39.34 ± 9.04 26.60 61.24 
MCL 28.4 ± 4.86 21.00 37.20 
SCL 19.44 ± 3.58 14.80 27.56 
LCDe 5.34 ± 1.51 3.00 9.88 
MCDe 4.85 ± 1.61 3.00 9.81 
SCDe 3.58 ± 1.25 2.10 6.74 

Female 

BW 

18 

4.23 ± 0.57 3.00 5.25 
PE 249.82 ± 93.07 3.25 418.12 
TCN 49.94 ± 20.52 15.00 74.00 
LCW 28.64 ± 16.52 0.00 64.26 
MCW 28.76 ± 12.16 7.34 49.00 
SCW 20.68 ± 15.54 4.00 70.13 
LCWi 26.84 ± 7.93 0.00 37.06 
MCWi 22.81 ± 4.34 16.57 31.44 
SCWi 16.06 ± 3.39 10.30 22.78 
LCL 36.41 ± 11.67 0.00 55.68 
MCL 28.87 ± 5.15 22.72 36.87 
SCL 20.84 ± 3.89 15.19 26.10 
LCDe 5.01 ± 1.79 0.00 7.71 
MCDe 5.04 ± 1.73 2.75 9.85 
SCDe 4.43 ± 1.76 2.18 8.60 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Correlation coefficients for explanatory variables. 
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Table 3. Results of LS method 

 
Estimate Standard Error t-value p-value 

(Intercept) 7.16 1.57 4.56 0.00 

S -0.98 0.24 -4.14 0.00 

PE 0.00 0.00 -1.28 0.21 

CN 0.06 0.04 1.50 0.15 

LCW 0.02 0.01 1.75 0.09 

MCW -0.01 0.02 -0.80 0.43 

SCW 0.03 0.01 2.43 0.02 

LCN -0.06 0.05 -1.18 0.25 

MCN -0.02 0.04 -0.61 0.55 

SCN -0.08 0.05 -1.63 0.12 

LCWi 0.00 0.04 -0.01 0.99 

MCWi 0.06 0.07 0.84 0.41 

SCWi 0.01 0.06 0.17 0.86 

LCL 0.02 0.03 0.60 0.55 

MCL -0.12 0.06 -1.89 0.07 

SCL 0.00 0.09 -0.02 0.98 

LCDe -0.18 0.08 -2.19 0.04 

MCDe 0.10 0.13 0.81 0.43 

SCDe -0.03 0.13 -0.19 0.85 

 

Table 4. Results of Ridge estimator 

 

Estimate Standard Error t-value p-value 

Intercept 7.100 249.908 0.486 0.632 

S -0.985 0.698 -4.439 0.000 

PE -0.002 0.795 -1.307 0.204 

CN 0.025 1.941 1.547 0.136 

LCW 0.015 1.129 1.718 0.100 

MCW -0.008 1.173 -0.503 0.620 

SCW 0.027 0.946 2.312 0.030 

LCN -0.016 1.265 -0.643 0.527 

MCN 0.003 1.568 0.138 0.892 

SCN -0.032 1.492 -1.720 0.099 

LCWi 0.002 1.414 0.052 0.959 

MCWi 0.037 1.506 0.652 0.521 

SCWi 0.028 1.193 0.536 0.598 

LCL 0.011 1.526 0.443 0.662 

MCL -0.094 1.625 -1.788 0.087 

SCL -0.008 1.642 -0.117 0.908 

LCDe -0.151 0.752 -2.040 0.053 

MCDe 0.067 1.153 0.594 0.558 

SCDe -0.033 1.124 -0.278 0.783 
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Table 6. Results of Liu estimator 

 
Estimate Standard Error t-value p-value 

Intercept 7.07E+00 4.37E+00 1.618 0.1056 

S -9.09E-01 2.14E-01 -4.252 2.12E-05 

PE -1.75E-03 1.33E-03 -1.309 0.1906 

CN 6.46E-02 4.11E-02 1.575 0.1153 

LCW 1.70E-02 9.81E-03 1.733 0.0831 

MCW -1.37E-02 1.76E-02 -0.775 0.4383 

SCW 3.07E-02 1.26E-02 2.444 0.0145 

LCN -5.84E-02 4.82E-02 -1.211 0.2261 

MCN -2.58E-02 3.78E-02 -0.684 0.4942 

SCN -7.59E-02 4.46E-02 -1.701 0.0889 

LCWi 5.49E-05 3.56E-02 0.002 0.9988 

MCWi 5.88E-02 6.95E-02 0.846 0.3976 

SCWi 1.26E-02 5.93E-02 0.213 0.8314 

LCL 1.94E-02 2.97E-02 0.653 0.5141 

MCL -1.21E-01 6.25E-02 -1.927 0.0539 

SCL -6.35E-03 8.22E-02 -0.077 0.9384 

LCDe -1.76E-01 7.81E-02 -2.249 0.0245 

MCDe 1.09E-01 1.23E-01 0.889 0.374 

SCDe -2.94E-02 1.25E-01 -0.236 0.8133 

 

3.4. Comparison of the Estimators 

If the assumptions are not provided in the model 

estimates made with LS, the reliability of the model 

estimation decreases. In this study, the Ridge and Liu 

estimator, which is one of the proposed estimators, was 

used as an alternative method to the LS in cases where 

the multicollinearity assumption, which is one of the 

assumptions, was not provided. MSE, RMSE, rRMSE, 

MAPE, R2, and AIC were used as model comparison 

criteria. According to the model comparison criteria used 

in Table 7, it is possible to interpret the best model for the 

lowest MSE, RMSE, rRMSE, MAPE, R2, and AIC and the 

highest R2 value (Tatliyer, 2020). In table 7 examined, Liu 

estimator, used as an alternative estimator to LS, has the 

lowest MSE, RMSE, rRMSE, MAPE and AIC and the highest 

R2 value. Tirink et al. (2019) were determined similar 

results. 

 

Table 7. Model comparison criteria 

Model Comparison Criteria Least Squares Ridge Estimator Liu Estimator 

Mean square error (MSE) 0.205 0.214 0.206 

Root mean square error (RMSE) 0.453 0.463 0.454 

Relative root mean square error (rRMSE) 9.51 9.726 9.53 

Mean absolute percentage error (MAPE) 7.522 7.785 7.508 

Coefficient of determination (R2) 0.679 0.664 0.677 

Akaike's information Criterion (AIC) -59.398 -57.602 -59.236 

 

4. Conclusion 
In the evaluation of the data for agricultural studies 

according to cause and effect relationships, in the case of 

multicollinearity between the explanatory variables, 

Ridge and Liu estimators were used as an alternative to 

LS. For this purpose, it was aimed to estimate birth weight 

by using placental features in Bafra sheep. The results 

showed that Liu estimator is more reliable model 

estimation than LS and Ridge estimator. On account of in 

case of the multicollinearity, the Liu estimator is an 

alternative to LS. 
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