) ISSN: 1309 - 6575

.: , EPODDER: Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi
S K ,; Journal of Measurement and Evaluation in Education and Psychology
DR 2020; 11(4); 405-429

Drawing a Sample with Desired Properties from Population in R
Package “drawsample”
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Abstract

The aim of this study is to develop an R package called drawsample, which will be used to draw samples with the
desired properties from a real data set. In accordance with the aim of the study, a sample with the desired properties
can be drawn by purposive sampling with determining several conditions, such as deviation from normality
(skewness and kurtosis) and sample size. Different applications of the package drawsample are illustrated using
real data from the “Science and Technology(Score_1)” and “Social Studies (Score_2)” subtests of 6th Grade Public
Boarding and Scholarship Examinations (PBSE). As the importance given to research with real data has increased
in recent years, a good approach would be to draw a sample of the population. With this package, it is expected
that researchers will draw samples as close as possible to the desired properties from the population or a large
sample. It is thought that using the drawn samples obtained from real data with package drawsample will provide
an alternative to simulation studies as well as a complement for these studies.
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INTRODUCTION

In the field of measurement and evaluation in education and psychology, the distribution of scores has
an important role in the description of the groups. In addition to the description of groups, testing for
normality to conduct many procedures of statistical inference, which are based on the assumption of
normality, is crucial. However, as Erceg-Hurn and Mirosevich (2008) pointed out, the assumption of
normality is rarely met when analyzing real data. Therefore, in applications, non-normal distributions
are more common than normal distributions (Blanca, Arnau, Lopez-Montiel, Bono, & Bendayan, 2013;
Geary, 1947; Micceri, 1989; Olivier & Norberg, 2010; Pearson, 1932). Due to the failure of the
normality assumption, violation of normality, and distribution types have been the focus of many
researchers working on important issues such as test equating, computer adaptive testing, differential
item functioning, classification, and latent score estimation (Custer, Omar, &Pomplun, 2006; Finney &
DiStefano, 2006; Gotzmann, 2011; Kieftenbeld & Natesan, 2012; Kirisci, Hsu, & Yu, 2001; Kolen,
1985; Kogar, 2018; Seong, 1990; Uysal, 2014; Yildirim, 2015).

In the process of collecting data in a study, researchers may obtain different types of distributions. For
example, most of the time, mathematics achievement scores differ from a normal distribution (skewed
to the right) in selection exams (Ministry of National Education-MoNE, 2020; Student Selection and
Placement Center- SSCP, 2019). If a researcher plans to conduct a study to investigate relations to
antecedent and subsequent factors with mathematics scores obtained by a selection exam, and the
statistical analysis intended to be used requires normality assumption, the researcher would not make
use of the data because the results would be suspenseful. Since a sample selected from this data would
also be skewed to the right, drawing a sample from this population will not solve the problem either.
Otherwise, the scenario may be the opposite. For example, the aim of researchers may be to test the
violations of the normality assumption in a psychometric analysis, and the data they collected may show
normal distribution.
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In order to conduct studies with different distribution types, generated data are used in simulation studies
(Abdel-Fattah, 1994; Bikmaz-Bilgen & Dogan, 2017; Dolma, 2009; Kaya, Leite, & Miller, 2015; Urry,
1974; Yildirim Uysal-Sarag, & Biiylikoztiirk, 2018; Yoes, 1993). There are many software packages
used to generate data with different distribution types such as normal, uniform, and skewed distributions.
Bahry (2012), using a beta distribution, generated samples with three distribution types (extreme and

moderate skewness and a baseline condition) and seven sample sizes (from n = 100 to n = 3,000) by
using WinGen 3.1 (Han, 2007). As an alternative to WinGen 3.1, SAS software (SAS Institute, 2009)
can also be used to obtain different types of distribution. Gotzmann (2011) simulated normal and
negatively skewed population distributions of ability parameters (N = 2,000,000). In his study, the
population distributions of thetas were generated using the Normal Distribution function in SAS, and
the negatively skewed distributions were created using the RAND Beta Distribution function in SAS
(SAS Institute, 2009). Of these data, the ability parameter was determined to be appropriate for the
purpose of his study, and random samples of different sample sizes (1,500 and 3,000) were selected.
The use of beta distributions makes it easy to simulate skewed score distributions (Han & Hambleton,
2007). The components of beta distribution are parameters o and . Some researchers draw a sample
from the simulation data based on the desired properties. For this purpose, Fleishman’s (1978) power
method is suitable to draw a sample with skewed or platykurtic/flat distribution from the original data
set (Blanca, Alarcon, Arnau, Bono, & Bendayan, 2017; Kieftenbeld & Natesan, 2012; Sen, Cohen, &
Kim, 2014; Stone, 1992).

Simulation methods are flexible and can be applied to a number of problems to obtain quantitative
answers to questions that may not be possible to derive (Hallgren, 2013). Although simulation is a
powerful technique, it has some limitations, which include difficulty in generalizing the results,
organizing the results, and applying the results to real data (Wicklin, 2013). Simulation data provide a
perfect fit that cannot be reached in real data. As Hallgren (2013) pointed out, real-world datasets are
likely to be more “dirty” than the “clean” datasets that are generated in simulation studies, which are
often generated under idealistic conditions which can be referred to as a perfect fit. Sireci (1991) stated
that when real test data were not used, it was difficult to know whether the simulated data accurately
reflected the characteristics of small sample data encountered in practice, and its validity could not be
tested. Therefore, the use of real data has increased the importance of the studies conducted lately. In
addition, some prestigious journals such as Educational Measurement: Issues and Practice (EM: IP) and
the Journal of Educational and Behavioral Statistics (JEBS) have stated that simulation-based studies
are from “examples of inappropriate manuscript topics” or considered to “have low priority,” although
most of the articles in these journals so far are simulation studies (American Educational Research
Association, 2020; John Wiley & Sons Inc., 2019).

In empirical research, the process of data collection is challenging. The sample may not be representative
of the population distribution; alternately, it may not be normally distributed, or it may be unsuitable for
the desired distribution. To meet the assumption of normality in the literature, many studies in which
the data set was manipulated have been found. For example, Gelbal (1994), in accordance with the
purpose of his research, examined test scores, which included approximately two thousand fifth grade
students who took both the Turkish language test and Math test. In order to get the desired distributions,
approximately five hundred students from each test were removed. Dogan and Tezbasaran (2003), in
their study, selected participants with the required attributes to ensure the desired distribution. The
researchers stated that random and purposive sampling techniques were used in the selection of the
samples. For the purpose of their study, the students were drawn from a population consisting of students
who had taken the Secondary Education Institutions Student Selection and Placement Examination in
2001. The samples were drawn randomly, right-skewed, left-skewed, flattened, and normal distribution,
ranging in sample size from 2,353 to 29,244. In their study, in skewed samples, absolute values of
skewness (+1.00) and kurtosis (1.37) were kept equal among samples to increase the accuracy for
comparisons. Similar to the study of Dogan and Tezbasaran (2003), Sahin ve Yildirim (2018), obtaining
the ability parameters, both right-skewed and left-skewed ability distributions were chosen from the real
data. The real data were obtained from mathematics subtests of the Placement Test (SBS) applied in
2012. The selection of the right-skewed distributions was made randomly because it was originally a
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right-skewed data set (skewness value=1.05). For the left-skewed data sets, the intended sample
distribution was achieved through purposive sampling, and the groups whose skewness value is
approximately -1.00 were chosen for all samples.

In addition to the above, in the literature, many researchers have chosen to draw samples from the real
data set (population) in accordance with the purpose of their studies (Courville, 2004; Dogan & Kilig,
2018; Fan, 1998; Nartgiin, 2002; Reyhanlioglu Kegeoglu, 2018). In the process of sampling from the
population, it is important for future studies to have a function that makes the sample selection easier
and brings it closer to the desired properties. In fact, it is suggested that the study of different abilities
with non-normal distributions or samples with different levels of ability is the result of some research
in the literature (Celikten & Cakan, 2019). When the studies are examined, it was concluded that there
is a need for a tool to enable researchers to draw samples with the desired properties from a large data
set.

Purpose of the Study

In this study, the package drawsample, which aims to draw a sample based on the information of total
score or ability parameter in accordance with the desired sample size and deviation from normality
(skewness and kurtosis), was developed.With this package, it is expected that researchers will draw
samples as close as possible to the desired properties from the population or a large sample, and it is
thought that it will pave the way for the studies to be conducted on different topics based on the
distribution in the literature. With this function, it is possible for researchers to draw samples with
desired properties from large data in order to conduct statistical analysis under different conditions.

Fleishman’s Power Method

In this section, Fleishman's (1978) power method, which is used to select the desired measures of
deviation from normality (skewness and kurtosis), is explained briefly. Fleishman (1978) used a cubic
transformation of a standard normal variable to create a distribution with pre-specified moments.
Fleishman’s (1978) power method, Y = a + bz + cz? + dz3, was used to generate a non-normal
distribution, where Y is a non-normal deviate with specified skewness and kurtosis. The value of z is a
standard normal deviate, and a, b, ¢, and d are constants for transforming the standard normal variable
to a variable with known skewness and kurtosis. (Kirisci, 2001). These constants for the normal
distribution are 0.0, 1.0, 0.0, and 0.0 (a = c¢) respectively.

Fleishman (1978) tabulated these coefficient values for the selected skewness and kurtosis values.
Writing the function in R, the values in this table were used to get the non-normal distributions. The
values in this table can also be accessed using the find_constants() function in the “SimMultiCorrData”
(Fialkowski, 2018) package in R. The find_constants() function is a function that calculates Fleishman's
third or Headrick's (2002) fifth-order constants, converting a standard normal random variable into a
continuous variable with a certain skewness and standardized kurtosis value. When the skewness value
of the function is 0 and the standardized kurtosis value is 0, the usage example is given in Table 1.

Table 1. R Code to Find Fleishman's Third Order Constants
library(SimMultiCorrData)
find_constants(method = c("Fleishman"), skews = @, skurts = @)
## $constants
## cO cl c2 c3
# 0 1 o0 0o
#H
## $valid
## [1] "TRUE"
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Since the use of the function used in the example given in Table 1 extends the operation process, an R
object named “constants_table” was created with the values obtained using this function.

Skewness and Kurtosis Statistics

The first four moments of the distribution are mean, variance, skewness, and kurtosis, respectively,
which are the most important characteristic of frequency distributions (D'agostino, Belanger, &
D'Agostino, 1990).

The following equations are for the third and fourth moments, skewness and kurtosis statistics, in
Equation 1 and 2. These equations are used routinely; for example, SAS and SPSS give skewness and
kurtosis statistics using them in their descriptive statistics output (D'agostino, Belanger, & D'Agostino
1990).

ny(X - X)>*

skewness = = D= 2)5° (D

nn+1)XX-X)* 3(n—1)2
m—1Dn-2)(n—-3)s* (n—-2)(n-3)
There are many R packages to calculate the skewness and kurtosis values. In this study, the describe()
function in the psych package was used to calculate skewness and kurtosis values. Table 2 shows the

example of calculating descriptive statistics of the vectors of “normal dis” and “skew_dis” generated
by rnorm() and rbeta() functions, respectively.

kurtosis =

(2)

Table 2. R Code to Calculate Descriptive Statistics of a Vector
library(psych)
set.seed(41)
normal_dis <- rnorm(1000)
describe(normal_dis)
#it vars n mean sd median trimmed mad min max range skew kurtosis se
#H# X1 1 1000 0 1 0.03 0.01 1.01 -3.26 3.33 6.58 -0.01 -0.03 0.03
skew_dis <- rbeta(1000,2,5)
describe(skew_dis)
#it vars n mean sd median trimmed mad min max range skew kurtosis se
## X1 1 1000 0.28 0.16 0.26 0.27 0.17 0 0.83 0.83 0.56 -0.19 ©

As shown in Table 2, the describe() function has 13 different outputs. From the output of this function,
the skewness and kurtosis values can be extracted, as shown in Table 3.

Table 3. R Code to Extract Skewness and Kurtosis Values

describe(normal_dis)$skew

## [1] -0.006120114
describe(normal_dis)$kurtosis
## [1] -0.03008443

Drawing Samples

The most commonly used function for selecting samples in R is the sample() function in the base
package. This function takes a sample of the specified size from a determined vector using either with
or without replacement

In this study, sample_n() function which is a function of dplyr package (Wickham, Fran¢ois, Henry, &
Miiller; 2019) is used to select samples. The sample_n() function has similar arguments with the
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sample() function in the base package. The sample() function works with vectors, while the sample_n()
function works with data sets. The sample_n() function has the “weight” argument instead of the “prob”
argument in the sample() function. The value of the “weight” argument can be any column in the data
set or data frame. In order to demonstrate the use of the sample_n() function, “examplel” data set
consisting of four variables with 100 observations was created. The variables in the data set “examplel”
are “id,” “gender,” “math_score” and “science score.” In order to create a new data frame with students
who have higher science scores, the “weight” argument was used with the value of this variable
(science_score). Table 4 shows the example of using sample_n() function.

Table 4. An Example of Using sample_n() Function
library(dplyr)
set.seed(41)
examplel <- data.frame( id=paste("id",101:200,sep=""),
gender = sample(c("F","M"),replace=TRUE,100),
math_score = sample(0:100,100,replace=TRUE),
science_score =sample(0:100,100,replace=TRUE))

summary (examplel)
#it id gender math_score science_score
## Length:100 Length:100 Min. : 1.0 Min. : 0.00

## Class :character Class :character 1st Qu.:27.75 1st Qu.:26.75
## Mode :character Mode :character Median :50.50 Median :57.00

#it Mean :49.87 Mean :52.88
i 3rd Qu.:71.25 3rd Qu.:76.00
#it Max. :99.00  Max. :98.00
example2 <- sample_n(examplel, 10, weight = science_score)

summary (example2)

#it id gender math_score science_score
## Length:10 Length:10 Min. :15.80  Min. :32.00

## Class :character Class :character 1st Qu.:22.75 1st Qu.:43.00
## Mode :character Mode :character Median :52.50 Median :72.00

Hit Mean :51.40 Mean :63.30
Hit 3rd Qu.:76.75 3rd Qu.:79.75
Hit Max. :91.00  Max. :89.00

In Table 4, “examplel” data set was created, and summary information about the data set was printed.
While creating the “example2” data set, the students were weighted according to the “science score”
variable, and the sampling was selected. When the summary information about “example2” data set is
examined, it is seen that the minimum, quartiles, median, and median values of “science score” are
higher than “examplel”.

In the drawsample package, the draw_sample() function has been improved to get a sample with the
desired distribution properties and sample size in accordance with skewness and kurtosis. The code
belonging to this function is explained below.

R CODE FOR draw_sample() FUNCTION

draw_sample() function with 6 arguments was written to draw a sample with the desired properties. The
arguments of the function are given in Table 5.
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Table 5. The arguments of draw_sample() function

Argument Value

dist data frame: consists of id and scores with no missing
n numeric: desired sample size

skew numeric: the skewness value

kurts numeric: the kurtosis value

replacement  logical: sample with or without replacement? (default is FALSE).
output_name character: a vector of two components. The first component is the name of the output file, user can change
the second component.

When determining “skew” and “kurts” from the arguments in Table 5, the Fleishman Power Method
Weights table must be consulted. Fleishman coefficients corresponding to some combinations, such as
skewness value 1 and kurtosis value 0, are absent. The minimum and maximum values of the kurtosis
coefficient corresponding to a determined skewness coefficient are presented in this table created by
using the Flesihman’s (1978) Power Method Weights Table. For example, if the skewness coefficient is
selected as 2, the kurtosis coefficient must be entered between 5 and 20. In other words, the minimum
and maximum value of kurtosis values corresponding to each skewness coefficient that can be used are
presented in Table 6.

Table 6. Minimum and Maximum Kurtosis Coefficient Corresponding to the Skewness Coefficient

Skewness Kurtosis (min) Kurtosis (max) Skewness Kurtosis (min) Kurtosis (max)
0 -1.2 20 1.9 4.4 20
0.1 -1.2 20 2 5 20
0.2 -1.1 20 2.1 5.6 20
0.3 -1.1 20 2.2 6.3 20
0.4 -0.9 20 2.3 7.1 20
0.5 -0.8 20 2.4 7.8 20
0.6 -0.6 20 2.5 8.6 20
0.7 -0.4 20 2.6 9.5 20
0.8 -0.2 20 2.7 10.4 20
0.9 0.1 20 2.8 11.4 20
1 0.4 20 2.9 12.4 20
1.1 0.7 20 3 13.4 20
1.2 1 20 3.1 14.4 20
1.3 1.4 20 3.2 15.5 20
1.4 1.8 20 3.3 16.5 20
1.5 2.3 20 3.4 17.6 20
1.6 2.7 20 3.5 18.8 20
1.7 3.2 20 3.6 19.9 20
1.8 3.8 20

R commands for draw_sample() function are given in Table 7. In this function, the value of the “dist”
argument must be a data frame that has two columns. Note that the data includes student IDs in the first
column and student total test scores or abilities (thetas) in the second column. For that purpose, with the
command of names(dist), the columns of the imported object columns in the R environment are named
“1d” and “x” (Table 6, Line 8). Then, the x is extracted as the variable x" in Line 10, so "x" becomes a
vector that can provide convenience. If "n" from the arguments of the function, the desired sample size,
is larger than the length of the data, it gives the following error: “Cannot take a sample larger than the
length of the data”. For example, although the sample size of the imported data is 1,000 and users desire
to take sample size 2,000, the function gives the error and stops running (Lines 13 to 16).

The values in Fleishman's (1978) table are used to get a sample with the desired distribution properties.
These values are found in the object called "constants table" in the package. SimMultiCorrData
(Fialkowski, 2018) package was used in the preparation of the table including these constants. In this
object, there are b, ¢, and d constants belonging to a set of 5,292 lines consisting of kurtosis values
corresponding to each skewness value and consisting of skewness values increasing by 0.1 units from 0
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to 3.6. This table includes only 0 and positive skewness values and corresponding kurtosis and constants.
Between lines 18-22, if the user enters the skew as a negative value, "Skew" and "c" columns of the
table by multiplying -1 will be rearranged with if statement. If the skewness value given by the user is
not included in the table or if the kurtosis value corresponding to that value is not found in the table even
if the skewness value is found in the table, the function stops working with an error "No valid power
method constants could be found for the specified values. Change the values™ (Line 25 to 32). It is
suggested to use Fleishman's (1978) table when making choices with regard to skewness and kurtosis
values. Within the repeat loop, the reference distribution with the skewness and kurtosis values entered
by the user between Line 38 and Line 53 is formed. According to the minimum and maximum values
of the distribution formed in this loop and then included in the user's data set (Line 65), the rescaled
"reference_v4" distribution forms the basis for the function's work. Before the repeat loop, an empty
vector was created to form a distribution with the skewness and kurtosis values entered by the user.
Firstly, an object with a normal distribution called "reference™ with a mean of 0 and a standard deviation
of 1 is formed in the loop (Line 41). Within the repeat loop, the "reference_v2" abject is formed by
multiplying the "reference™ object by the b, c, and d coefficients in the table, respectively. When the
skewness and kurtosis values of the "reference_v2" object are equal to the skewness and kurtosis values
entered by the user, the loop is stopped, and the "reference_v2" object is assigned to "reference_v3"
(line 50). If the calculated values are not equal to the values defined by the user, the "reference_v3"
object is left empty, and the loop is repeated. With the draw_sample() function, it is aimed to form a
similar distribution from the values in the user's data set based upon the "reference_v4" object formed
in accordance with the values entered by the user. On lines 67-69, the outputs of the hist (reference_v4)
function are used for this purpose. The starting and ending points of each bar of the histogram are
assigned to "x_break™ objects, the number of bars in the histogram to "n_break" objects, and the number
of elements in each bar to "x_counts" objects.

The vector "X" is categorized by "x_break™ and identified as "x_v1". The categorized object is added as
a new column to the user's data set. The information about how many individuals are in each category
is assigned to the "x_n" object. The specified operations are defined between 71-73. The information on
how many individuals there are in each category is crucial in terms of determining whether the function
will select the sample of the user's desired properties without resampling. When the number of
individuals in each category in the data set is higher than in each category of the reference distribution,
the function can be performed without resampling, with the default value of the ‘“replacement”
argument. This situation is checked between lines 73 and 79. If the number of the individuals in at least
one category in the data set is less than the number of the individuals in the relevant category of the
reference distribution, the function gives an error: “Cannot take a sample form that data without
replacement. Please change replacement = TRUE.” In this situation, the function can be used by
changing the value of the “replacement” argument. The codes working up to line 83 have been written
in order to prepare for drawing sample. The drawing sample process is carried out through the for loop
between 89-105. For data manipulation in the loop, filter() and sample_n() functions in the package of
dplyr (Wickham, Frangois, Henry, & Miiller; 2019) are used. The scores belonging to the individuals to
be formed in the for loop were created in the "new_sample" and the empty matrices named "ID_list" for
the identity information of the individuals on lines 83 and line 84. In both matrices formed, the number
of lines was determined as the number of categories (“n_break”) and the number of columns as the
maximum number of individuals in these categories.
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Table 7. R Commands for draw_sample() Function

draw_sample <- function(dist,n,skew, kurts,
replacement =FALSE,
output name = c("sample","default")) {

# re e the data

skew <- round (skew, 1)
kurts <- round (kurts, 1)
names (dist) <- c("id","x")
# extract x c n

x <- dist$x

N <- length (x)
if (n >= length (x)) {

stop ("Cannot take a sample larger than the length of the data")
}

arrange table for negative skewness
if (skew<0) {
constants_table$c <- -l*constants_tableSc
constants_table$Skew <- -l*constants table$Skew

}

A1)

if (skew %in% constants_ table$Skew == FALSE) {
stop ("No valid power method constants could be found for
the specified values. Change the values")
}else if (skew %in% constants_tableSSkew == TRUE &
kurts %$in% constants table[constants table$Skew==skew,]$Kurtosis == FALSE) {
stop ("No valid powe; method constants could be found for
the specified values.Change the wvalues")

}

reference v3 <- NULL

s power

# skewness and standardized
repeat {
for( i in 1:dim(constants_table) [1]) {
# random generation for the normal distribution
reference <- stats::rnorm(n,0,1)
constants <- constants_table[i,3:5]
b <- constants$b
c <- constants$c
d <- constantss$d
reference v2 <- -c + b*reference + c*(reference”2) + d*(reference”3)
skew _value <- round(psych::describe (reference v2)Sskew, 1)
kurt value <- round (psych::describe (reference v2)Skurtosis, 1)
if (skew_value == skew & kurt value == kurts) {
reference v3 <- reference v2
break
}

}
if (is.null (reference v3) == FALSE)

break

# Rescale the reference vector to have specified min
scale ref <- function(x, from, to) {

X <- x - min(x)

X <- x / max(x)

x <= x * (to - from)

x + from

}

reference v4 <- scale_ref (reference_v3, from=min(x),to=max(x))

x_counts <- graphics::hist(reference v4)Scounts

n_break <- length (graphics::hist (reference v4)Sbreaks) -1
x_break <- graphics::hist(reference v4)Sbreaks
x vl <- as.numeric (cut(x,x break,include.lowest = TRUE))

dist2 <- data.frame(dist,x vl)
x n <- unname (table(x vl))
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control <- sum(x n>= x counts)
if (control!=length(x counts)) {
if (replacement==FALSE) {

stop ("Cannot take a sample form that data without replacement.

Please change replacement=TRUE")

}

new sample <- matrix(NA, nrow = n break, ncol = max(x counts))
ID list <- matrix(NA, nrow = n break, ncol = max(x counts))

new sample 2 <- list()
ID list 2 <- list()

for (i in 1:n break) {
new_count <- 0

j <=0
while (new count < x counts[i]) {
J <=3 + 1

IDx <- dplyr::filter(dist2,x vl==i)

IDx <- dplyr::sample_n (IDx, 1)

if (replacement==FALSE) {

dist2 <- dplyr::filter(dist2,id!=IDxS$id)

} else{ dist2 <- dist2}

new_count <- new_count + 1

new_sample[i,j] <- IDxSx

ID list[i,3]<- IDx$id
}
new_sample 2[[i]] <- stats::na.omit(new_sample[i,])
ID list 2[[i]] <- stats::na.omit(ID list[i,])

}

new_sample 3 <- unlist(new_sample 2)
ID list 3 <- unlist(ID list 2)

S1 <- data.frame (id=ID list 3,x=new_sample_ 3)

# Sa the ou t
if (output name[2] == "default") {
wd <- paste(getwd(), "/", sep = "")

}else {wd <- output name[2]}
fileName <- paste( output name[l], wd,".dat", sep = "")
utils::capture.output (data.frame(S1), file = fileName)

4

# Org

anize the ou 1t

dist3 <- dplyr::select(dist2,id, x)

dist3 <- dplyr::mutate(dist3, type="population")
S2 <- dplyr::mutate (S1, type="sample")

result <- rbind(dist3,S2)

the graph
lattice::histogram(~x|type,data=result,xlab="Score",
nint = n _break,

scales = list(x = list(tick.number = 5,relation

lattice::trellis.device (device="png",

filename=paste ( output name[1l], wd,".png", sep = ""))

print (graph)
grDevices::dev.off ()

desc <- rbind(psych: :describe (x),

psych: :describe (reference vi4),

psych: :describe (S15$x)) [,c(2:4,8:9,11:12)]
rownames (desc) <- c("population","reference","sample™)

# output with three components
output <- list(desc =desc ,

sample = tibble::as_tibble (data.frame(S1)),

graph = lattice::trellis.last.object ()
)

return (output)
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With the while loop in the for loop that repeats as many as the number of categories, the number of
individuals required to be included in each category of the reference vector divided into categories
continues until the required number of people is reached by selecting one by one from the relevant
category of the data set with the sample_n() function. The code in the while loop works in two different
ways depending on the value of the “replacement” argument. If the value of the argument is FALSE,
the person selected for sampling once is not included in the resampling and is removed from the data
(line 96 to 98); if the value of the argument is TRUE, this part of the code will not work. Each line of
the "new_sample” and "ID_list" objects formed within the while loop contains the "NA" value (max
(x_counts) - x_counts [i] values), except for the amount of data that should be in each category. In the
for loop, the missing data of the objects in the matrices formed in the while loop are removed and
assigned to the empty list objects formed in 86-87 lines. After the loops were completed, lists containing
information about each individual were selected for the sampling, and that person was assigned to the
vector objects (Lines 107-108). After that, these vectors are combined in the S1 data set to form the
desired sample.

Between lines 141 and 144, the output of the function is formed. The output, which is a three-component
list, consists of descriptive statistics of the data and sample, the sample formed and the histogram graphs
of the data, and the distribution of the sample. Descriptive statistics, which are the first component of
the list, were formed between lines 136-139 by using the describe() function in the psych package
(Revelle, 2018), the graph, which is the third component, was formed by using the histogram() function
in the "lattice” package (Sarkar, 2008) between 120-134 lines. The desc component consisting of
descriptive statistics information is a matrix. This matrix includes the mean, standard deviation,
skewness, and kurtosis of the population, sample and the reference distribution. The second component
is called sample, and it is from the tibble package (Wickham, Francois, and Miiller; 2016). It is situated
between 112-117 lines required to extract this data. It includes ids and x scores which are sampled. The
third component is called “graph,” and it includes two histogram graphs one is for “population”
(imported data), and one is for the "sample" (extracted data). The third component of the output is also
extracted.

EXAMPLES WITH REAL DATA

In the examples, related functions and outputs are presented based on the “Science and Technology”
and “Social Studies” subtests data of the 6th Grade Public Boarding and Scholarship Examinations
(PBSE) in 2013. At the secondary school level, the PBSE test consists of 100 multiple-choice test items,
which include 25 items in each subtest (Turkish, Mathematics, Science and Technology, and Social
Studies). It was administered in two booklet types, A and B (MoNE, 2013).

In 2013, 242,598 students participated in PBSE at the 6th-grade level, and 121,523 (50.09%) received
booklet A. Of the students, 133,866 (55.18%) were female and 108,732 (44.82%) were male students.
Within the scope of the study, randomly selected 5,000 students taking booklet A were considered as
the “population.” Of this group, 2,745 (54.90%) are female students. The data were obtained by the
Directorate General for Measurement, Assessment and Examination Services of the Ministry of National
Education in accordance with written permission. The total score distributions for each test were
examined. Then, two datasets were used for the demonstration. The Science and Technology subtest
was chosen as an example of left-skewed distribution. The Social Studies subtest was used as an example
of platykurtic distribution. In each example, a sample of 500 students was drawn from the population
for the related subtests. That the samples have the desired properties in terms of distribution type was
taken into consideration. The functions and outputs for this process were given in Tables 8-14 and
Figures 1-3.

In the first two examples, particular importance has been given to draw samples with a normal
distribution and both negatively skewed and leptokurtic distribution from the data of the science and
technology subtest, respectively. The command for the first example is shown in Table 8.
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Table 8. Draw the Sample with a Normal Distribution of 500 Students from the Total Score Distribution

of Science and Technology
install.packages("drawsample")
library(drawsample)
data(example_data)
Scorel_normal <- drawsample::draw_sample(dist= example_data [,c(1,2)],
n=500, skew = 0, kurts = @,output_name = c("sample"”,"1"))

First, the package drawsample is installed and then loaded. After then the object "example_data™ which
is automatically provided by the package is loaded. It has three columns including the total scores of
the PBSE subtests of 5,000 students and I1Ds. The first column contains IDs (1: 5000), the second column
contains the total scores of “Score_1 (Science and Tecnology subtest) ”, and the third column contains
“Score_2 (Social Studies subtest)” respectively.

In the function draw_sample() given in Table 8, the value of the “dist” argument contains the first and
the second columns of “example data [,c(1,2)]”. In the output produced by the function in this model,
the I1Ds and total scores of 500 students are recorded in the working directory of “Samplel.dat” extracted
by “Samplel.png”, which includes histogram graphs of the "population” of 5,000 students and the of
500 students with a distribution close to normal distribution. Table 9 shows the descriptive statistics of
the distribution of 500 students drawn from the total score distribution of Science and Technology and
the output of some of the students in the sample extracted.

Table 9. Outputs of the Distribution of 500 Students Drawn from the Total Score Distribution of Science

and Technology
> Scorel_normal

$desc
n mean sd min max skew kurtosis
population 5000 14.61 4.90 0 25 -0.40 -0.35
reference 500 13.21 4.58 0 25 0.04 -0.03
sample 500 13.73 4.59 0 25 0.01 -0.13
$sample
# A tibble: 500 x 2
id X
<dbl> <dbl>
1 416 2
2 456 2
3 3169 0
4 4918 2
5 4411 3
6 4847 4
7 4752 3
8 1159 3
9 4018 4
10 2963 4
# ... with 490 more rows

$graph

When the descriptive statistics in Table 9 were examined, the distribution of the total score of the Science
and Technology subtest of 5,000 students was left-skewed, and the drawn sample was very close to the
normal distribution. Figure 1 shows the “Samplel.png” which includes histogram graphs.
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population sample

Percent of Total

Figure 1. Histograms for the “population” and the “sample” Desired to Have Normal Distribution
(Samplel.png)

As seen in Figure 1, the drawn sample distribution given according to the total scores of Science and
Technology subtest was very close to the normal distribution. The command for this second example
is shown in Table 10. In the second example, different from example 1, the value of skew and kurts
are changed to -1 and 2, respectively.

Table 10. A sampling of 500 Students with Left Skewed and Leptokurtic Distribution from the Total
Score Distribution of Science and Technology

Scorel_nskew_lepto<- draw_sample(dist= example_data [,c(1,2)], n=500,skew = -1, kurts =
5,
output_name = c("sample","2"))

Table 11 shows the descriptive statistics of the distribution of 500 students from the total score
distribution of Science and Technology and the output of some of the students in the sample drawn.
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Table 11. Outputs of the Distribution of 500 Students Drawn From the Total Score Distribution of
Science and Technology.
Scorel_nskew_lepto

## $desc

#H# n mean sd min max skew kurtosis
## population 5000 14.61 4.906 © 25 -0.40 -0.35
## reference 500 15.71 2.40 0 25 -0.95 5.03
## sample 500 16.24 2.43 2 25 -0.75 3.48
##

## $sample

## # A tibble: 500 x 2

## id X

## <dbl> <dbl>

## 1 1124 2

#t 2 768 8

#H# 3 82 8

## 4 2748 7

## 5 3196 10

## 6 3049 9

## 7 3456 10

## 8 3319 10

## 9 3942 9

## 10 2558 10

### # ... with 490 more rows

##

## $graph

When Table 11 is examined, although the skewness of “sample 2” is almost the same as the skewness
of the “reference”, the “sample 2” is flattened than the “reference”. Figure 2 shows “Sample2.png”
which includes histogram graphs for this model.

population sample
40 I =

30 ~

20 ~

Percent of Total

10 ~

0 &5 10 15 20 25 0 &5 10 15 20 25
Score

Figure 2. Histograms for the “Population” and the “Sample” Desired with Left Skewed and Leptokurtic
Distribution (Sample2.Png)

The next two examples for real data were to draw sample with right-skewed and leptokurtic distribution
(skewness value is =1.5 and kurtosis value=3) drawn from the distribution given according to the total
scores of Social Sciences subtest. The command required for this situation is presented in Table 12.
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Table 12. A sampling of 500 Students with Right Skewed and Leptokurtic Distribution Drawn from the

Sum Score Distribution of Social Sciences
Score2_pskew_lepto<- draw_sample(dist= example_data [,c(1,3)], n=500,skew = 1.5, kurts =
3, output_name = c("sample","3"))

When the code in Table 12 is set to work, since the function cannot draw the data with the desired
properties from the provided data without resampling, it gives an error and suggests allowing
resampling. The argument “replacement,” which is FALSE by default, has been replaced to meet the
distribution conditions set out in Table 13.

Table 13. Sampling with Replacement of 500 Students with Right Skewed and Leptokurtic Distribution
Drawn from the Sum Score Distribution of Social Sciences
Score2_pskew_lepto<- drawsample::draw_sample(dist= example_data [,c(1,3)], n=500,skew =
1.5, kurts = 3,replacement = TRUE,
output_name = c("sample","3"))

Resampling is allowed when “TRUE” is entered in the “replacement” argument. In other words, an
individual selected from "population” to "sample" is allowed to be repeatedly selected to provide the
desired distribution.

Table 14 shows the descriptive statistics of the distribution of 500 students drawn from the total score
distribution of Social Sciences and the output of some of the students in the sample extracted. In this
case, the dist data frame contains the columns “ID” and “Score_2”, which are used for defining the
student identity and total score of the Social Studies subtest.

Table 14. Outputs of the Distribution of 500 Students Drawn from the Total Score Distribution of Social
Sciences
> Score2_pskew_lepto

$desc
n mean sd min max skew kurtosis
population 5000 12.78 5.22 © 25 -0.17 -0.88
reference 500 6.79 3.72 0 25 1.49 2.96
sample 500 7.32 3.78 © 25 1.39 2.75
$sample
# A tibble: 500 x 2
id X
<dbl> <dbl>
1 3756 1
2 390 1
3 1483 1
4 2855 2
5 4792 1
6 3660 2
7 3937 1
8 4280 2
9 930 (%]
10 4324 2
# . with 490 more rows

$graph

When the descriptive statistics in Table 14 were examined, the total score distribution of the Social
Sciences subtest of 5,000 students (population) is slightly left-skewed; the desired sample is right-

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi
Journal of Measurement and Evaluation in Education and Psychology 418



Atalay-Kabasakal, K., Giindiiz, T. / Drawing a Sample with Desired Properties from Population in R Package
“drawsample”

skewed. On the other hand, the “population” s distribution shape is flatty, but the “sample” distribution
shape is leptokurtic. Figure 3 shows the “Sample3.png” which includes histogram graphs.

population sample

Percent of Total

i e |

0 5 10 15 20 25 0 5 10 15 20 25

Score

Figure 3. Histograms for the “population” and the “sample” Desired to have Skewed Distribution with
Replacement (Sample3.png)

Evaluating the Function’s Stability

Measures of kurtosis and skewness are used to determine if indicators met normality assumptions (Kline,
2005). The extent to which a frequency distribution diverges from symmetry is described as skewness.
Kurtosis is a measure of how flat the top of a symmetric distribution is when compared to a normal
distribution of the same variance. A perfect symmetrical distribution will have a skewness of 0 and a
kurtosis of -3 (‘excess’ kurtosis of 0). The original kurtosis value is sometimes called kurtosis (proper),
and West, Finch, & Curran (1995) proposed a reference of substantial departure from normality as an
absolute kurtosis (proper) value > 7. Most statistical packages such as SPSS provide ‘excess’ kurtosis
obtained by subtracting 3 from the kurtosis (proper). In this study, ‘excess’ kurtosis is used for practical
reasons. Distributions that are more flat-topped than normal distributions are called platykurtic, and their
kurtosis values are less than 3. Distributions that are less flat-topped than normal distributions are called
leptokurtic, and their kurtosis values are more than 3 (Flott, 1995; Wuensch, 2005).

There is no consensus about the skewness and kurtosis values which indicate normality in the
literature. It is widely accepted that absolute skew and kurtosis values up to one provide normality.
(Biiyiikoztiirk, Cokluk, & Kokli, 2014; Huck, 2012; Ramos et al., 2018). Furthermore, there are some
suggestions that much larger values of skewness and kurtosis indicate normality (Brown, 2006; Kim,
2013; West et al., 1995). Furthermore, Kkurtosis is generally interesting only when dealing with
approximately symmetrical distributions. Skewed distributions are always leptokurtic. Besides, kurtosis
can be thought of as a measurement which adjusts to remove the effect of skewness (Blest, 2003).
Moreover, social science researchers are concerned with the deviation of the distribution from symmetry
rather than its flatness. In addition, high kurtosis should be considered for the researcher to look for
outliers in one or both tails of the distribution (Wuensch, 2005). For this reason, although the possible
skewness and kurtosis values can be selected in the draw_sample() function, the data provided by the
function provides very close results in the skewness values, but not in the kurtosis values. We
recommend that users should choose kurtosis values closest to 0 for normal distributions and higher than
3 for leptokurtic distributions, and lower than 3 for platykurtic distributions. If the aim of the researcher
is to obtain data with outliers, the value of kurtosis can be increased up to 20 according to the number
of outliers.

In order to determine how close the drawn sample to the reference distribution, a function called
draw_sampleRMSE() is written. This function can take samples from the data with different set.seed
values as much as the specified number of replications. The functions’ output is the skewness and
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kurtossis values for each replication of draw_sample() function. R commands for draw_sampleRMSE()
function are given in Table 15.

Table 15. R Commands for draw_sampleRMSE() Function
## A function for running the draw_sample() function
draw_sampleRMSE <- function(df,rep=rep,n=n, skew=skew,kurts=kurts){
skew.rep <- c();kurts.rep <-c()
i=1
while(i < (rep+1)) {
skip_to_next <- FALSE
tryCatch({
set.seed(sample(1:10000,1))
result <- drawsample::draw_sample(dist =df, n = n,
skew = skew,kurts = kurts, output_name = c("samp

le",paste(i)))$desc },
error = function(e) { skip_to_next <<- TRUE})
if(skip_to_next) { next }
if(is.na(result[3,6])==FALSE){
skew.rep[i] <- result[3,6]
kurts.rep[i] <- result[3,7]
i= i +1
}else{i=i}

return(data.frame(skew.rep,kurts.rep))

}

To illustrate the stability of draw_samples(), two simulated datasets are used. First, negatively skewed
and platykurtic data was generated with a sample size of 10000 by using rbeta() function, called
“datfra”.

Then, 100 different samples were drawn from “datfra” with a different set.seed values with
draw_sampleRMSE() function. After calculating the skewness and kurtosis values for each sample, the
RMSE values and descriptive statistics were presented in Table 16 for skewness values, and only
descriptive statistics were presented for kurtosis
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Table 16. Drawing Samples from Negatively Skewed and Platykurtic Distribution

# Drawing samples from negatively skewed and platykurtic distribution
datfra <- data.frame(id=1:10000, x = rbeta(10000,1,0.2))

# a. draw normal distribution with skew=0 & Rurts=0

sim_1 <- draw_sampleRMSE(df=datfra,rep=100,n=300, skew=0,kurts=0)
attach(sim_1)

skew=0
psych::describe(sim_1$skew.rep, skew=FALSE)
#it vars n mean sd min max range se

## X1 1 100 0.04 0.07 -0.09 0.19 0.29 0.01
psych::describe(sim_1$kurts.rep, skew=FALSE)

#it vars n mean sd min max range se

## X1 1100 -0.12 0.17 -0.56 0.16 ©0.71 0.02

# RMSE for skewness # sqrt(sum((skew.rep- skew)”2)/rep)
Metrics::rmse(skew, sim_1$skew.rep)

## [1] 0.07759446

# b. draw positively skewed and Leptokurtic skew=1 & kurts=5
sim_2 <- draw_sampleRMSE(df=datfra,rep=100,n=300, skew=1,kurts=5)

skew=1
psych::describe(sim_2$%$skew.rep, skew=FALSE)
#it vars n mean sd min max range se

## X1 1 100 0.87 0.12 0.6 1.19 0.59 0.01
psych::describe(sim_2$kurts.rep,skew=FALSE)

#it vars n mean sd min max range se

## X1 1 100 3.63 0.48 2.03 4.8 2.77 0.05

# RMSE for skewness # sqrt(sum((skew.rep- skew)”2)/rep)
Metrics::rmse(skew, sim_2$skew.rep)

## [1] 0.1719165

# c. draw negatively skewed and platykurtic skew=-0.5 & kurts=1.5
sim_3 <- draw_sampleRMSE(df=datfra,rep=100,n=300, skew=-0.5,kurts=1.5)
skew=-0.5

psych::describe(sim_3$%$skew.rep, skew=FALSE)

#it vars n mean sd min max range se

#H# X1 1 100 -0.38 0.09 -0.56 -0.19 0.37 0.01
psych::describe(sim_3$kurts.rep,skew=FALSE)

#it vars n mean sd min max range se

#H# X1 1 100 0.99 0.3 0.25 1.66 1.41 0.03

# RMSE for skewness # sqrt(sum((skew.rep- skew)”2)/rep)
Metrics::rmse(skew, sim_3$skew.rep)

## [1] ©.1525628

In the first example in Table 16, normal distributions are drawn from the negatively skewed and
leptokurtic distribution. It is seen that the mean of skewness and kurtosis values of the distributions
produced in this example are quite close to the determined value, 0. The skewness values vary between
-0.09 and 0.19, and kurtosis varies between -0.56 and 0.16. RMSE calculated for the skewness value
was determined as 0.078.

In the second example in Table 16, positively skewed and leptokurtic distributions are drawn from the
negatively skewed and leptokurtic distribution. It is seen that the mean skewness value of the
distributions produced in this example is quite close to the determined value, 1. However, the mean
kurtosis value of the distributions produced in this example is larger than 3, as expected for leptokurtic
distributions. The skewness values vary between 0.6 and 1.19, and RMSE calculated for the skewness
value was determined as 0.172.

In the third example in Table 16, negatively skewed and platykurtic distributions are drawn from the
negatively skewed and leptokurtic distribution. It is seen that the mean skewness value of the
distributions produced in this example is quite close to the determined value, -0.5. However, the mean
kurtosis value of the distributions produced in this example is smaller than 3, as expected for platykurtic
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distributions. The skewness values vary between -0.56 and -0.19, and RMSE calculated for the skewness
value was determined as 0.153.

Second, positively skewed and platykurtic data was generated with a sample size of 10000 by using
rbeta() function, called “datfra2”.Then, 100 different samples were drawn from the “datfra2” with a
different set.seed values with draw_sampleRMSE() function. After calculating the skewness and
kurtosis values for each sample, the RMSE values and descriptive statistics were presented in Table 17
for skewness values, and only descriptive statistics were presented for kurtosis.

Table 17. Drawing Samples from Negatively Skewed and Platykurtic Distribution
# Drawing samples from positively skewed and platykurtic distribution
datfra2 <- data.frame(id=1:10000, x = rbeta(10000,1,6))

# d. draw positively skewed and Leptokurtic skew=2 & Rurts=5

sim_4 <- draw_sampleRMSE(df=datfra2,rep=100,n=300, skew=2,kurts=5)

skew=2
psych::describe(sim_4$skew.rep, skew=FALSE)
#it vars n mean sd min max range se

## X1 1 100 2 0.17 1.51 2.27 ©0.76 0.02
psych::describe(sim_4$kurts.rep,skew=FALSE)

#it vars n mean sd min max range se

## X1 1 100 5.21 0.77 3.01 6.66 3.66 0.08

# RMSE for skewness # sqrt(sum((skew.rep- skew)”2)/rep)
Metrics::rmse(skew, sim_4$skew.rep)

## [1] 0.1740071

In Table 17, positively skewed and leptokurtic distributions are drawn from the positively skewed and
leptokurtic distribution. It is seen that the mean of skewness values of the distributions produced in this
example are quite close to the determined value, 2. The skewness values vary between 1.51 and 2.27,
and kurtosis values are higher than 3. RMSE calculated for the skewness value was determined as 0.174.
As aresult, it was found that the function gives more consistent results at more common skewness values
(between -1 + 1).

INSTALLING THE drawsample PACKAGE
The R package drawsample can be installed from CRAN with install.packages("drawsample")

command. The package drawsample automatically provides the example data set “example_data”.
Additionally, package’s files are available from the GitHub repository https://github.com/atalay-

k/drawsample.

FINAL REMARKS

In this study, an R package drawsample has been developed to draw samples with desired properties
from a given distribution. Contrary to simulation studies, the importance given to studies with real data
has increased in recent years. It is thought that using the drawn samples obtained from the real data with
drawsample package will provide an alternative to simulation studies as well as a complement for these
studies. In addition, since the real data is used instead of the simulation studies, the descriptive
characteristics of the study groups can be examined. Thus, it may be possible to examine the
demographic characteristics of the individuals making up the sample.

In this study, four examples with real data are presented. It can be inferred from the examples in the
study; the sample drawn from the real data is very close to the desired properties. However, it should
be noted that it is not so easy to draw samples that perfectly match the desired properties in real data
sets to draw sample from simulation data sets. Apart from the examples discussed in the study, two
simulation data were genareted to evaluate the stability of the of draw_sample(). Then samples were
drawn from these data sets under four cases. For each case in the the draw_sample(), 100 replications
were performed and RMSE values are reported. As a limitation, draw_sample() yields more inconsistent
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results at less common skew values. In addition, this inconsistency is directly related to the
characteristics of the data from which the sample is taken. For example, the size of the population and
its similarity (distribution shape) with the desired data are directly related to the amount of inconsistency.
Due to the nature of random assignment, the function will get different samples in each time, even for
the same values. Users are advised to run the function several times if they cannot obtain samples with
the desired properties the first time.

Researchers can access the web-wide data sets provided by the
“https://toolbox.google.com/datasetsearch” search engine, as well as they can access large public data
such as TIMSS (Trends in International Mathematics and Science Study), PIRLS (The Progress in
International Reading Literacy Study), and PISA (The Program for International Student Assessment).
Various studies can be done by drawing samples using the data sets mentioned above based on
distribution properties. In situations like this, a good approach would be to draw a sample of the
population. As authors, we are open to all kinds of suggestions in the development of the drawsample
package.
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R’da “drawsample” Paketi ile Evrenden Istenilen Ozelliklere
Sahip Orneklem Cekme

Girig

Egitimde ve psikolojide Olcme ve degerlendirme alaninda, puanlarin dagilimi gruplarin
betimlenmesinde 6nemli bir role sahiptir. Gruplarin betimlenmesine ek olarak, normallik varsayimina
dayanan birgok anlam ¢ikarici istatistiksel teknikleri kullanmak i¢in normallik varsayimini test etmek
cok 6nemlidir. Ancak Erceg-Hurn ve Mirosevich'in (2008) belirttigi gibi, gercek veriler analiz edilirken
normallik varsayimi nadiren karsilanmaktadir. Yapilan bir¢ok arastirmada belirtildigi gibi, normal

olmayan dagilimlar normal dagilima goére daha yaygindir (Blanca, Arnau, Lopez-Montiel, Bono ve
Bendayan, 2013; Geary, 1947; Micceri, 1989; Olivier ve Norberg, 2010; Pearson, 1932).

Normallik varsayiminin karsilanamamasi, normalligin ihlali ve dagilim tiirleri; test esitleme,
bilgisayarda bireysellestirilmis test uygulamalari, degisen madde fonksiyonu, siniflandirma ve gizil
puan kestirimleri gibi énemli konularda bir¢ok arastirmacinin odak noktasi olmustur (Custer, Omar,
&Pomplun, 2006; Finney & DiStefano, 2006; Gotzmann, 2011; Kieftenbeld & Natesan, 2012; Kirisci,
Hsu, & Yu, 2001; Kolen, 1985; Kogar, 2018; Seong, 1990; Uysal, 2014; Yildirim, 2015). Normal
dagilim ile normal olmayan dagilim tiirlerini elde etmede simiilasyon ile veri iiretmeye c¢ok sik
bagvurulmaktadir (Abdel-fattah, 1994; Bikmaz-Bilgen & Dogan, 2017; Dolma, 2009; Kaya, Leite, &
Miller, 2015; Urry, 1974; Yildirim, Uysal-Sara¢, & Biiyiikoztiirk, 2018; Yoes, 1993). Arastirmacilar
farkli dagilim tiirlerinde veri tretilmesinde ise ¢esitli yazilimlardan yararlanmistir. Bahry (2012),
WinGen 3.1 (Han, 2007) ile beta dagilimi ile ¢arpiklik katsayis1 0; 0,5 ve 1,00 olan 6rneklem biiyiikligii
100 ile 3000 arasinda olan Orneklemler {iretmistir. WinGen’e benzer sekilde SAS yazilimi (SAS
Enstitiisii, 2009) ve R’da (R Core Team, 2014) farkli dagilim tiirleri elde etmede kullanilabilir. Ornegin
Gotzmann (2011), normal dagilim gosteren dagilimi iiretmede SAS’daki “Normal Distribution
Function” dan ve carpik dagilim gosteren dagilimi iiretmede “RAND Beta Distribution Function” dan
yararlanarak iki durum i¢in 2000000 birey parametresi iiretmis ve bu verilerden yetenek parametresi
ortalamalar1 arastirmanin amacina uygun olacak sekilde belirlenmis ve farkli 6rneklem biiyiikliiklerinde
(1500, 3000) rastgele veri setleri segilmistir. Veri tiretmede, beta dagilimlarinin kullanimu, ¢arpik puan
dagilimlarini iretmeyi kolaylastirmaktadir (Han ve Hambleton; 2007). Beta dagiliminin bilesenleri a ve
B parametreleridir. Baz1 arastirmacilar ise simiilasyon verisinden istendik 6zelliklere sahip 6rneklem
cekmektedirler. Bu amag¢ dogrultusunda, orijinal veri setinden ¢arpik dagilima sahip drneklem ¢ekmede,
Fleishman’in (1978) gii¢ yontemi uygundur (Blanca, Alarcon, Arnau, Bono ve Bendayan, 2017; Stone,
1992; Kieftenbeld ve Natesan, 2012; Sen, Cohen ve Kim; 2014).

Simiilasyon yontemleri esnektir ve elde edilmesi miimkiin olmayan problemlere nicel yanitlarin
saglanmasi i¢in uygulanabilir (Hallgren, 2013). Simiilasyon giiclii bir teknik olmasina ragmen, sonuglari
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genelleme, diizenleme ve gercek verilere uygulama giicliigii gibi bazi sinirliklari vardir (Wicklin, 2013).
Simiilasyon verileri, ger¢ek verilerde ulasgilamayan milkemmel bir uyum saglar. Hallgren’in (2013)
belirttigi gibi, ger¢ek diinya veri Setleri, simiilasyon ¢aligsmalarinda olusturulan ve genellikle miikemmel
uyum olarak adlandirilabilecek idealist kosullar altinda tiretilen "temiz" veri setlerinden daha "kirli"
olacaktir. Sireci (1991) gergek test verileri kullanilmadiginda, tiretilen veriler pratikte karsilagilan ilgili
durumun ozelliklerini dogru olarak yansitip yansitmadigi bilinemeyecegini ve gegerligi test
edilemeyecegini ifade etmistir. Bu yiizden calismalarda gercek veri kullanimi ¢aligmalarm Onemini
artirmaktir.  Ayrica, Educational Measurement: Questions and Practice (EM: IP) ve Journal of
Educational and Behavioral Statistics (JEBS) gibi bazi prestijli dergiler, uzun bir siire zarfinda
simiilasyon ¢aligmalarini kabul etseler de, giiniimiizde simiilasyon temelli ¢aligmalarmn "uygun olmayan
makale konu orneklerinden" veya "diisiik oncelige sahip” olarak kabul edildigini belirtmistir (John
Wiley & Sons Inc., 2019; American Educational Research Association, 2020).

Gergek uygulamalarda veri toplama siireci zorluklarla doludur. Elde edilen rneklemler evren dagilimini
temsil etmiyor, normal dagilmiyor veya istenen dagilima uygun olmayan bir halde olabilir. Arastirma
problemlerine dayali olarak normalligi saglamada, normal dagilimdan uzaklastiran verilerin ¢ikarildigi
ya da ayristirildig1 bazi aragtirmalara rastlanilmistir. Gelbal (1994) yaptig1 arastirmada, arastirmasinin
amacina uygun olarak, 2072 besinci sinif 6grencisine uygulanan Tiirkge testi ve 2077 besinci simif
Ogrencisine uygulanan Matematik testine ait verileri incelemis test puanlart1 normal dagilim
gostermedigi igin Tiirkge testinden 506 Ogrenciyi, Matematik testinden 521 &grenciyi ¢ikarmis ve
normal dagilim gosteren iki yeni veri seti elde ederek test puanlarmin hem normal dagildigi hem de
normal dagilmadigi durumlar {izerinde galismistir. Dogan ve Tezbasaran (2003) yaptiklar1 ¢aligmada
amaglar1 dogrultusunda istenen dagilimi saglayan verilerin Ornekleme alimasini saglamiglardir.
Orneklemlerin segiminde random ve kasitli 6rnekleme tekniklerinin kullanildigini ifade etmislerdir.
Aragtirmacilar; amaglar1 dogrultusunda Orta Ogretim Kurumlar1 Ogrenci Se¢me ve Yerlestirme Siavi
(OSYS) 2001 giren bireylerin olusturdugu evrenden &rneklem biiyiikliikleri 2353 ile 29244 arasinda
degisen random, saga ¢arpik, sola carpik, basik ve normal dagilim gosteren bes 6rneklem segmistir.
Carpik 6rneklemlerde, yapilacak karsilagtirmalarin isabetliligini artirmak i¢in ¢arpiklik mutlak degerleri
(1,00) ve basiklik degerleri (1,37) esit tutulmus ve basik dagilimda garpiklik katsayisinin O olmasi
saglanmistir. Dogan ve Tezbasaran’in (2003) ¢alismasina benzer sekilde, Sahin ve Yildirim (2018),
baslangicta saga ¢arpik bir veri seti olan Seviye Belirleme Sinavi (SBS) verilerinden (¢arpiklik katsayisi
= 1,05) hem saga carpik hem de sola carpik yetenek dagilimlar1 elde etmistir. Sola ¢arpik veri setleri
icin, amaglanan 6rneklemeyle istenen 6rneklem dagilimi saglanmis ve arastirma kapsaminda ele alinan
tim Orneklem biiyiikliiklerinde 6rneklemler icin carpiklik katsayisi =-1,00 olan gruplar seg¢ilmistir.
Yukaridakilere ek olarak, literatiirde bir¢ok arastirmaci, yaptiklari caligmalarin amacina uygun olacak
sekilde gercek veri setinden (evren) drneklem almay1 segmistir (Courville, 2004; Dogan ve Kilig, 2018;
Fan, 1998; Nartgiin, 2002; Reyhanlioglu Kegeoglu, 2018). Evrenden 6rnekleme siirecinde, gelecekteki
calismalar igin 6rneklem se¢imini kolaylastiran ve istenen dzelliklere yaklastiran bir araca sahip olmanin
onemli olacag! diisiiniilmektedir. Oyle ki normal dagilimdan farkli yetenek dagilimlarina sahip
orneklemler iizerinde c¢alisilmasi literatiirde bazi arastirmalarin sonucunda oOnerilmistir (Celikten ve
Cakan, 2019). Arastirmalar incelendiginde, arastirmacilarin genis bir veri setinden istenen ozelliklere
sahip orneklem secimini saglayacak bir araca ihtiya¢ oldugu sonucuna varilmustir.

Bu calismanin amaci gercek bir veri setinden istendik 6zelliklere sahip 6rneklemlerin segilmesinde
yararlamlacak drawsample adli bir R paketinin gelistirilmesidir. Bu amag¢ dogrultusunda segilecek
orneklemin sahip olmasi1 beklenen 6zelliklerden normallikten sapma 6l¢iileri (¢arpiklik ve basiklik) ve
orneklem biiyiikliigii gibi kosullarin bir veya birden fazlasinin belirlenmesi ile kasith 6rnekleme
yapilabilmektedir. Calismanin amaci i¢in Fleishman’in (1978) gii¢ yonteminden yararlanilmusgtir.

Gelistirilen drawsample paketinde yer alan draw_sample() fonksiyonu ile evrenden ya da biiyiik bir
orneklemden, istendik oOzelliklere sahip Orneklem c¢ekilmesinin olabildigince kullanilishi olmasi
beklenmekte ve gercek veriler ile yapilan aragtirmalarin 6nem kazandigi bu donemde simiilasyon
caligmalarina alternatif olusturarak, dagilima iligskin gergek verilere dayali farkli konularda yapilacak
olan ¢aligmalara katki saglayacag: diisiiniilmektedir.
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R’da draw_sample() Fonksiyonu

Istenilen &zelliklerde 6rneklem segmek amaciyla 6 argiimanli bir draw_sample() fonksiyonu yazilmustir.
Fonksiyonun argiimanlarina Tablo 1’de yer verilmistir.

Tablo 1: draw_sample() Fonksiyonun Argiimanlari

Argiimanlar

dist Very seti: ID ve puanlari igeren iki stitunlu bir veri seti

n Sayisal: Orneklem biiyiikliigii

skew Sayisal: Carpiklik degeri

kurt Sayisial: Basiklik degeri

replacement Mantiksal: Yeniden 6rnekleme yapilsin mi? (varsayilan FALSE’dur)
output_name Karakter: Iki bilesenli ¢cikt1 dosyasmin adi

Bu fonksiyonda, "dist" argiimani drneklemlerin ¢ekilecegi veri setidir. Veri seti ilk siitununu 6grenci
kimlik numaralar1 (ID) ve ikinci stitununu 6grencinin toplam test puanini veya yetenek puani (theta)
icerecek sekilde iki siitundan olugmalidir. Fonksiyonun argiimanlarindan istenen 6rneklem biiyikligi
olan "n" 6rneklemlerin c¢ekilecegi veri setinin uzunlugundan biiylikse su hatayr verir: "Cannot take a
sample larger than the length of the data". Ornegin, ice aktarilan verilerin drneklem biiyiikliigii 1000
olmasina ragmen ve kullanicilar 6rneklem biiytikliigii 2000 olan bir 6rneklem almak isterlerse fonksiyon
hata verir ve ¢aligmay1 durdurur.

Tablo 1'deki argimanlardan "skew " ve "kurts" belirlenirken, Fleishman Gii¢ Yo6ntemi Agirliklari
tablosuna basvurulmalidir. Ornegin ¢arpiklik degeri 1 ve basiklik degeri 0 gibi baz1 kombinasyonlara
karsilik gelen Fleishman katsayilar1 yoktur. Eger kisinin verdigi carpiklik degeri tabloda yoksa veya
carpiklik degeri olsa bile o degere karsilik gelen basiklik degeri tabloda bulunmuyorsa fonksiyon "No
valid power method constants could be found for the specified values. Change the values" hatasi vererek
calismay1 durdurur.

Fonksiyon ile kullanicinin girdigi ¢arpiklik ve basiklik degerlerine sahip olan bir referans dagilim
olusturulmakta ve daha sonra evrenden referans dagilim baz alinarak bir 6rnekleme yapilmaktadir. Bu
kisimda kullanicinin 6rneklemi ¢ekmek istedigi veri setinde yer alan dagilimin minumum ve maksimum
degerlerine gore yeniden dlgceklenmektedir. Veri setinde olusturulan her bir kategoride bulunan birey
sayisi, olusturulan referans dagiliminin her bir kategorisinde bulunundan daha fazla oldugunda
fonksiyon, replacement argiimaninin varsayilan degeri olarak yeniden Ornekleme yapilmadan
yiriitiilebilir. Ancak draw_sample() veri setindeki en az bir kategoride bulunan birey sayisi, referans
dagiliminin ilgili kategorisinde bulunan birey sayisindan az ise “Cannot take a sample form that data
without replacement. Please change replacement=TRUE" hatasim1 verir. Bu durumda, fonksiyon
replacement argiimaninin degeri degistirilerek (FALSE) kullanilabilir.

draw_sample() fonksiyonu"output" olarak ti¢ farkli liste icermektedir. Bunlardan biri "desc" olarak
adlandirilan bir ¢iktidir. Bu ¢iktida "population (tiim veri, ige aktarilan veriler)"”, “reference (referans
alinan dagilim)" ve "sample (gekilen Orneklem)” dagilimlarinin ortalamasini, standart sapmasini,
carpikligini ve basikligini igerir. Digeri "graph" olarak adlandirilirmaktadir ve sol tarafta "popiilasyon
(ige aktarilan veriler)” ve sag tarafta “"sample" (¢ikarilan veriler) olmak iizere iki histogram grafigi
icermektedir. Bir digeri ise "sample" olarak adlandirilan ve ilk siitununu se¢ilen 6rneklemdeki bireylerin

kimlik numaralar1 (ID) ve diger siitununu bireylerin puanini igerecen iki siitunlu bir veri setidir.

Bu caligmada gelistirilen fonksiyonun kullanimini gostermek amaciyla 2013 yili 6. Smf Parasiz
Yatililik ve Bursluluk Smavi’na (PYBS) ait Fen ve Teknoloji ile Sosyal Bilimler alt testleri verilerine
dayali olarak 6rnek dort uygulama sunulmustur. Yapilan bu 6rnek uygulamalarda 5000 kisilik veri
setlerinden 500 kisilik 6rneklemler ¢ekilmistir. ilk iki 6rnek uygulamada normal dagilimdan daha sola
carpik bir dagilim sekli gosteren Fen ve Teknoloji alt testi (Score 1) verilerinden sirasiyla normal
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dagilima sahip ve hem sola ¢arpik hem de sivri bir dagilima sahip rneklemler ¢ekilmistir. Uglincii 6rnek
uygulamada ise normal dagilimdan daha basik bir dagilim sekli gosteren Sosyal Bilimler alt testi
(Score 2) verisinden saga carptk ve sivri dagilima sahip bir 6rneklem ¢ekilmesi i¢in komutlar
verilmistir. Ancak fonksiyon burada ¢aligmamis ve yeniden 6rneklemeye olanak saglacak sekilde terar
komut verilerek istenen ozellikte bir 6rneklem elde edilmistir. Elde edilen 6rneklemlerin dagilim tiirii
acisindan istenilen Ozelliklere sahip oldugu goriilmiisiir. Fonksiyonun tutarliliginin incelenmesi
amaciyla rbeta() fonksiyonu ile iiretilen iki veri setinden cekilen &rneklemlere iligkin yapilan
replikasyonlar sonucu carpiklik degerlerine iliskin ortalama RMSE degerleri raporlanmustir.
Fonksiyonun daha sik rastlanan ¢arpiklik degerlerinde (-1 ve +1 arasinda) daha tutarli sonuclar verdigi
bulgusuna ulagilmstir.

Sonuc ve Tartisma

Bu c¢alismada, belirli bir dagilimdan istenen &zelliklere sahip 6rneklemler elde etmek igin R'da
draw_sample() adli bir fonksiyon ve Ornek veri seti sunan drawsample paketi gelistirilmistir.
Simiilasyon c¢alismalarinin aksine gerg¢ek verilerle yapilan galismalara verilen 6nem son yillarda
artmugtir. draw_sample() fonksiyonu ile gergek wverilerden ¢ekilen orneklerin kullanilmasinin
simiilasyon g¢aligmalarina alternatif olusturacagi gibi bu c¢alismalar1 tamamlayacag diisiinilmektedir.
Ayrica orneklemler gergek kisilerden olusacagi i¢in g¢aligma gruplarmin betimleyici 6zellikleri
incelenebilir. Boylece drneklemi olusturan bireylerin demografik 6zelliklerini incelemek miimkiin
olabilir.

Bu caligmada hem gercek veriden, hem de simiilasyon verisine dayali olarak &rnek uygulamalar
sunulmustur. Calismadaki o6rneklerden anlasilacagi iizere simiilasyon verilerinden alinan 6rneklem
istenilen ozelliklere ¢ok yakindir. Bununla birlikte, gergek veri setinden istenen 6zelliklere mitkemmel
bir sekilde uyan orneklemler se¢menin, ozellikle yeniden 6rnekleme yapilmadiginda, kolay olmadig:
unutulmamalidir. Sunulan bu 6rnek uygulamalarin disinda fonksiyonun tutarliliginin degerlendirilmesi
amaciyla iiretilen simiilasyon verisinden tekrarli ¢ekilen 6rneklemlere dayali olarak draw_sample()
fonksiyonunun, daha az rastlanan biiyiik c¢arpiklik degerlerinde daha tutarsiz sonuglar verdigi
gOriilmiistiir. Ayrica bu tutarsizlik, 6rneklemin ¢ekildigi evrenin 6zellikleriyle de dogrudan iliskilidir.
Ornegin evren ile gekilecek drneklemin biiyiikliikleri ve istenen &zelliklere sahip drneklemin evren ile
dagilim tiirlerinin benzerligi tutarsizlik miktar1 ile dogrudan iligkilidir. Rastgele atamanin dogas1 geregi,
fonksiyondaki argiimanlarin ayni degerleri i¢in bile her seferinde farkli 6rneklem ¢ekebilir. Kullanicilar
istenilen ozelliklere sahip orneklemi ilk seferde ¢ekemezlerse, kullanicilara fonksiyonu birkag kez
calistirmalar1 6nerilir.

Arastirmacilar, "https://toolbox.google.com/datasetsearch" arama motoru tarafindan saglanan web
genelindeki veri kiimeleri ile TIMSS (Trends in International Mathematics and Science Study), PIRLS
(The Progress in International Reading Literacy Study) ve PISA (The Program for International Student
Assessment) gibi agik biiyiik verilere erisebilirler. Dagilim ozelliklerine gore yukarida belirtilen veri
setlerinden 6rneklemler alinarak gesitli galigmalar yapilabilir. Bu gibi durumlarda, drawsample paketi
ile evrenden orneklem ¢ekmek iyi bir yaklasim olacaktir. Yazarlar olarak drawsample paketinin
gelistirilmesinde her tiirlii 6neriye agik oldugumuzu bildiririz.
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