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Abstract
In this paper, we first introduce the notions of F−relative modular convergence and
F−relative strong convergence for double sequences of functions. Then we prove some
Korovkin-type approximation theorems via F−relative A−summation process on modu-
lar spaces for double sequences of positive linear operators. Also, we present a non-trivial
application such that our Korovkin-type approximation results in modular spaces are
stronger than the classical ones and we present some estimates of rates of convergence for
abstract Korovkin-type theorems. Furthermore, we relax the positivity condition of linear
operators in the Korovkin theorems and study an extension to non-positive operators.
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1. Introduction and preliminaries
Since the Korovkin ([18]) theorems’ discovery, the simplicity and, at the same time, the

power of them impressed several mathematicians. A considerable amount of research ex-
tended these theorems to the setting of different function spaces by different convergence
methods (see e.g. [4,11,13–16,22,23]). In some Korovkin type theorems, in the case of the
lack of convergence, it is effective to use the matrix summability methods or more gener-
ally, summation methods. That’s why Nishishiraho introduced and studied the notion of
A−summation process on a compact Hausdorff space ([27,28]). Afterwards Korovkin-type
theorems are studied via A−summation process in various spaces like weighted spaces (see
[2, 3]), modular spaces ([10, 17, 29, 31, 35, 36]). In the present paper, we introduce the no-
tions of F−relative modular convergence and F−relative strong convergence for double
sequences of functions and we prove our main Korovkin-type theorems via F−relative
A−summation process on modular spaces. Then, we present a non-trivial application.
Besides surveying the rates of convergence, the paper also contains an extension of the
Korovkin-type theorem to non-positive operators.

Now, we start by giving some definitions and notations that we will use in the sequal.
A double sequence x = (xmn) is said to be convergent in Pringsheim’s sense if, for

every ε > 0, there exists M = M(ε) ∈ N, the set of all natural numbers, such that
|xmn − L| < ε whenever m,n > M, where L is called the Pringsheim limit of x and denoted
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by P − lim
m,n

xmn = L (see [33]). We shall call such an x, briefly, “P−convergent”. A double
sequence is called bounded if there exists a positive number K such that |xmn| ≤ K for
all (m,n) ∈ N2 = N × N. As it is well known, a convergent single sequence is bounded
whereas a convergent double sequence need not to be bounded.

A nonempty family F of subsets of N2 is a filter of N2 iff ∅ /∈ F, A ∩ B ∈ F whenever
A,B ∈ F and for every A ∈ F and B ⊃ A we get B ∈ F. For any m ∈ N2 set Mm ={
n ∈ N2 : n ≥ m

}
. Here

(
N2,≥

)
is meant with respect to the usual componentwise order

(see also [5]). A filter F of N2 is said to be free iff Mm ∈ F for every m ∈ N2.
From now on, we always suppose that F is a free filter of N2.
A real double sequence x = (xmn) is said to be F−convergent to L iff for every ε > 0

we get
{
(m,n) ∈ N2 : |xmn − L| ≤ ε

}
∈ F.

The statistical limit superior and limit inferior for single sequences have been first given
by Fridy and Orhan in [12]. Then, Demirci [9] has generalized these concepts to ideal
limit superior and limit inferior. Now, in view of these studies, we can give the concepts
of F−limit inferior and limit superior for double sequences.

For any real double sequence x = (xmn) the F−limit superior of x is defined by

F − lim sup
m,n

xmn =
{

supAx, if Ax ̸= ∅,
−∞, if Ax = ∅,

where Ax =
{
a ∈ R :

{
(m,n) ∈ N2 : xmn ≤ a

}
/∈ F

}
. Similarly, the F−limit inferior of x

is defined by

F − lim inf
m,n

xmn =
{

inf Bx, if Bx ̸= ∅,
+∞, if Bx = ∅,

where Bx =
{
b ∈ R :

{
(m,n) ∈ N2 : xmn ≥ b

}
/∈ F

}
(see also [8]).

Let (xmn) and (ymn) be two real double sequences with F−lim
m,n

xmn = F−lim
m,n

ymn = 0 and

xmn ̸= 0, ymn ̸= 0 for every (m,n) ∈ N2. We say that xmn = oF (ymn) iff F− lim
m,n

|xmn|
|ymn| = 0,

and that xmn = OF (ymn) iff F − lim sup
m,n

|xmn|
|ymn| ∈ R.

Let’s recall some notations related to the summability theory.
Let A = [aklmn], k, l,m, n ∈ N, be a four-dimensional infinite matrix. For a given

double sequence x = (xmn) , the A−transform of x, denoted by Ax := ((Ax)kl) , is given
by

(Ax)kl =
∑

(m,n)∈N2

aklmnxmn, k, l ∈ N,

provided the double series converges in Pringsheim’s sense for every (k, l) ∈ N2. We say
that a sequence x is A−summable to L if the A−transform of x exists for all k, l ∈ N and
convergent in the Pringsheim’s sense i.e.,

P − lim
p,q

p∑
m=1

q∑
n=1

aklmnxmn = ykl and P − lim
k,l

ykl = L.

In summability theory, a two-dimensional matrix transformation is called regular if it maps
every convergent sequence in to a convergent sequence with the same limit.

Now let A :=
(
A(i,j)

)
=
(
a

(i,j)
klmn

)
be a sequence of four-dimensional infinite matrices

with non-negative real entries. For a given double sequence of real numbers, x = (xmn) is
said to be A−summable to L if

P − lim
k,l

∑
(m,n)∈N2

a
(i,j)
klmnxmn = L

uniformly in i and j.
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IfA(i,j) = A, four-dimensional infinite matrix, then A−summability is theA−summability
for four-dimensional infinite matrix. Some results regarding matrix summability method
for double sequences may be found in the papers [32,34].

Now let’s give basic concepts and facts of modular spaces.
Assume that X be a locally compact Hausdorff topological space with a uniform struc-

ture U ⊂ 2X×X that generates the topology of X (see, [20]). Let B be the σ−algebra of all
Borel subsets of X and µ : B → R is a positive σ−finite regular measure. Let L0 (X) be
the space of all real valued µ−measurable functions on X provided with equality almost
everywhere, Cb (X) be the space of all continuous real valued and bounded functions on
X and Cc (X) be the subspace of Cb (X) of all functions with compact support on X. In
this case, we say that a functional ρ : L0 (X) → [0,∞] is a modular on L0 (X) if it satisfies
the following conditions:

(i) ρ (h) = 0 if and only if h = 0 µ−almost everywhere on X,
(ii) ρ (−h) = ρ (h) for every h ∈ L0 (X) ,

(iii) ρ (αh+ βg) ≤ ρ (h) + ρ (g) for every h, g ∈ L0 (X) and for any α, β ≥ 0 with
α+ β = 1.

A modular ρ is N−quasi convex if there exists a constant N ≥ 1 such that the inequality
ρ (αh+ βg) ≤ Nαρ (Nh)+Nβρ (Ng) holds for every h, g ∈ L0 (X) , α, β ≥ 0 with α+β =
1. Note that if N = 1, then ρ is called convex. Furthermore, a modular ρ is N−quasi
semiconvex if there exists a constant N ≥ 1 such that ρ (αh) ≤ Nαρ (Nh) holds for every
h ∈ L0 (X) and α ∈ (0, 1] .

The modular space Xρ generated by modular ρ, given by

Xρ :=
{
h ∈ L0 (X) : lim

λ→0+
ρ (λh) = 0

}
and the space of the finite elements of Xρ, given by

X∗
ρ := {h ∈ Xρ : ρ (λh) < ∞ for all λ > 0} .

Also, note that if ρ is N−quasi semiconvex, then the space{
h ∈ L0 (X) : ρ (λh) < ∞ for some λ > 0

}
coincides with Xρ.

Now we give the F−relative modular and F−strong convergence for double sequences.

Definition 1.1. Let (hmn) be a double function sequence whose terms belong to Xρ.
Then, (hmn) is said to be F−relatively modularly convergent to a function h ∈ Xρ if there
exists a function σ(u), called a scale function σ ∈ L0 (X) , |σ(u)| ̸= 0 such that

F − lim
m,n

ρ

(
λ0

(
hmn − h

σ

))
= 0 for some λ0 > 0.

Also, (hmn) is F−relatively F−norm convergent (or, F−relatively strongly convergent) to
h iff

F − lim
m,n

ρ

(
λ

(
hmn − h

σ

))
= 0 for every λ > 0.

The two notions of convergence are equivalent if and only if the modular satisfies a
∆2−condition, i.e. there exists a constant M > 0 such that ρ (2h) ≤ Mρ (h) for every
h ∈ L0 (X) , see [25].

Note that if the scale function is selected a non-zero constant, then F−modular conver-
gence is the special case of F−relative modular convergence. Moreover, if σ(u) is bounded,
F−relative modular convergence implies F−modular convergence. However, if σ(u) is un-
bounded, then F−relative modular convergence does not imply F−modular convergence.

Recently, Orhan and Kolay ([31]) presented A−summation process for double sequences
on a modular space and more recently, Demirci, Orhan and Kolay ([10]) introduced the
notion of relative modular A−summation process for double sequences as follows:
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A sequence T := (Tmn) of positive linear operators from D into L0 (X) with Cb (X) ⊂
D ⊂ L0 (X) is called a relative A−summation process on D if (Tmnh) is relatively
A−summable to h (with respect to modular ρ) for every h ∈ D, i.e.,

P − lim
k,l
ρ

[
λ

(
AT

klijh− h

σ

)]
= 0, uniformly in i, j, for some λ > 0,

where for all k, l, i, j ∈ N, h ∈ D the series

AT
klijh :=

∑
(m,n)∈N2

a
(i,j)
klmnTmnh

is absolutely convergent almost everywhere with respect to Lebesgue measure and we
denote the value of Tmnh at a point u ∈ X by Tmn(h(v);u) or briefly, Tmn(h;u). It will be
observed that A−summation process is the special case of relative A−summation process
in which the scale function is a non-zero constant.

In this regard, some results on this new convergence method can be obtained by applying
some Korovkin type theorems for double sequences of linear operators on a modular space.

In the present paper, we consider the following assumptions:
� A modular ρ is said to be monotone if ρ(h) ≤ ρ(g) for |h| ≤ |g| .
� A modular ρ is finite if χA ∈ Xρ whenever A ∈ B with µ (A) < ∞.
� A modular ρ is strongly finite if χA ∈ X∗

ρ for all A ∈ B such that µ (A) < ∞.
� A modular ρ is said to be absolutely continuous if there exists an α > 0 such that,

for every h ∈ L0 (X) with ρ (h) < ∞, the following conditions hold:
◦ for each ε > 0 there exists a set A ∈ B such that µ (A) < ∞ and ρ

(
αhχX\A

)
≤ ε,

◦ for every ε > 0 there is a δ > 0 with ρ (αhχB) ≤ ε for every B ∈ B with µ (B) < δ.

If a modular ρ is monotone and finite, then C (X) ⊂ Xρ. If ρ is monotone and strongly
finite, then C (X) ⊂ X∗

ρ . Also, if ρ is monotone, strongly finite and absolutely continuous,
Cc (X) = Xρ with respect to the modular convergence in the ordinary sense (see [19, 21,
26]).

2. Main results
We now prove some Korovkin type theorems with respect to an abstract finite set of

test functions h0, h1, ..., hq in the sense of F−relative A−Summation process in modular
spaces.

Let T = (Tmn) be a double sequence of positive linear operators from D into L0 (X) with
Cb (X) ⊂ D ⊂ L0 (X) . Let ρ be monotone and finite modular on L0 (X) . Assume further
that the double sequence T, together with modular ρ, satisfies the following property:

there exists a subset XT ⊂ D ∩Xρ with Cb (X) ⊂ XT and σ ∈ L0 (X) is an unbounded
function satisfying σ(u) ̸= 0 such that the inequality

F − lim sup
k,l

ρ

(
λ

(
AT

klijh

σ

))
≤ Rρ (λh) , uniformly in i, j, (2.1)

holds for every h ∈ XT, λ > 0 and for an absolute positive constant R.
Set h0 (v) ≡ 1 for all v ∈ X, let hr, r = 1, 2, ..., q and ar, r = 0, 1, 2, ..., q, be functions

in Cb (X) . Put

Pu (v) =
q∑

r=0
ar (u)hr (v) , u, v ∈ X, (2.2)

and suppose that Pu (v) , u, v ∈ X, satisfies the following properties:
(P1) Pu (u) = 0, for all u ∈ X,
(P2) for every neighbourhood U ∈ U there is a positive real number η with Pu (v) ≥ η

whenever u, v ∈ X, (u, v) /∈ U (see [6] for examples).
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In order to obtain our main theorem, we first give the following result.

Theorem 2.1. Let A =
(
A(i,j)

)
be a sequence of four dimensional infinite non-negative

real matrices and let ρ be a monotone, strongly finite and N−quasi semiconvex modular.
Suppose that hr and ar, r = 0, 1, 2, ..., q, satisfy properties (P1) and (P2) . Let T = (Tmn)
be a double sequence of positive linear operators from D into L0 (X) and assume that σr (u)
is an unbounded function satisfying |σr (u)| ≥ br > 0 (r = 0, 1, 2, ..., q). If

F − lim
k,l
ρ

(
λ0

(
AT

klijhr − hr

σr

))
= 0, uniformly in i, j, (2.3)

for some λ0 > 0, r = 0, 1, 2, ..., q, in Xρ then for every h ∈ Cc (X)

F − lim
k,l
ρ

(
γ

(
AT

klijh− h

σ

))
= 0, uniformly in i, j, (2.4)

for some γ > 0, in Xρ where σ (u) = max {|σr (u)| : r = 0, 1, 2, ..., q} . If

F − lim
k,l
ρ

(
λ

(
AT

klijhr − hr

σr

))
= 0, uniformly in i, j,

for every λ > 0, r = 0, 1, 2, ..., q, in Xρ then for every h ∈ Cc (X)

F − lim
k,l
ρ

(
λ

(
AT

klijh− h

σ

))
= 0, uniformly in i, j,

for every λ > 0, in Xρ where σ (u) = max {|σr (u)| : r = 0, 1, 2, ..., q} .

Proof. We first claim that, for every h ∈ Cc (X) ,

F − lim
k,l
ρ

(
γ

(
AT

klijh− h

σ

))
= 0, uniformly in i, j, (2.5)

for some γ > 0. To see this, assume that h ∈ Cc (X) . Then, since X is endowed with the
uniformity U, h is uniformly continuous and bounded on X. By the uniform continuity
of h, choose ε ∈ (0, 1] , there exists a set U ∈ U such that |h (u) − h (v)| ≤ ε whenever
u, v ∈ X, (u, v) ∈ U.

For all u, v ∈ X let Pu (v) be as in (2.2), and η > 0 satisfy condition (P2) . Then
for u, v ∈ X, (u, v) /∈ U, we have |h (u) − h (v)| ≤ 2M

η Pu (v) where M := sup
v∈X

|h (v)| .

Therefore, in any case we get |h (u) − h (v)| ≤ ε+ 2M
η Pu (v) for all u, v ∈ X, namely,

− ε− 2M
η
Pu (v) ≤ h (u) − h (v) ≤ ε+ 2M

η
Pu (v) . (2.6)

Since Tmn is linear and positive, by applying Tmn to (2.6) we have

−εAT
klij (h0;u) − 2M

η
AT

klij (Pu;u) ≤ h (u)AT
klij (h0;u) −AT

klij (h;u)

≤ εAT
klij (h0;u) + 2M

η
AT

klij (Pu;u) .
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Hence∣∣∣AT
klij (h;u) − h (u)

∣∣∣ ≤
∣∣∣AT

klij (h;u) − h (u)AT
klij (h0;u)

∣∣∣+ |h (u)|
∣∣∣AT

klij (h0;u) − h0 (u)
∣∣∣

≤ εAT
klij (h0;u) + 2M

η
AT

klij (Pu;u) +M
∣∣∣AT

klij (h0;u) − h0 (u)
∣∣∣

≤ ε+ (ε+M)
∣∣∣AT

klij (h0;u) − h0 (u)
∣∣∣

+2M
η

q∑
r=0

ar (u)
∣∣∣AT

klij (hr;u) − hr (u)
∣∣∣ .

Let γ > 0. Now for each r = 0, 1, 2, ..., q, u ∈ X and i, j ∈ N, choose M0 > 0 such that
|ar (u)| ≤ M0 and multiplying the both sides of the above inequality by 1

|σ(u)| , the last
inequality gives that

γ

∣∣∣∣∣A
T
klij (h;u) − h (u)

σ (u)

∣∣∣∣∣ ≤ γε

|σ (u)|
+Kγ

q∑
r=0

∣∣∣∣∣A
T
klij (hr;u) − hr (u)

σ (u)

∣∣∣∣∣
where K := ε + M + 2M

η M0. Now, applying the modular ρ to both sides of the above
inequality, since ρ is monotone and σ (u) = max {|σr (u)| : r = 0, 1, 2, ..., q} , we get

ρ

(
γ

(
AT

klijh− h

σ

))
≤ ρ

(
γε

|σ|
+Kγ

q∑
r=0

AT
klijhr − hr

σr

)
.

Thus, we can see that

ρ

(
γ

(
AT

klijh− h

σ

))
≤ ρ

((q + 2) γε
σ

)
+

q∑
r=0

ρ

(
(q + 2)Kγ

(
AT

klijhr − hr

σr

))
.

Since ρ is N−quasi semiconvex and strongly finite, we have,

ρ

(
γ

(
AT

klijh− h

σ

))
≤ Nερ

((q + 2) γN
σ

)
+

q∑
r=0

ρ

(
(q + 2)Kγ

(
AT

klijhr − hr

σr

))
, (2.7)

which proves our claim (2.5).
The last part of theorem can be proved similarly to the first one. �

Now, we can give our main theorem of this paper.

Theorem 2.2. Let A =
(
A(i,j)

)
be a sequence of four dimensional infinite non-negative

real matrices and let ρ be a monotone, strongly finite, absolutely continuous and N−quasi
semiconvex modular. Suppose that hr and ar, r = 0, 1, 2, ..., q, satisfy properties (P1) and
(P2) . Let T = (Tmn) be a double sequence of positive linear operators satisfying (2.1) and
assume that σr (u) is an unbounded function satisfying |σr (u)| ≥ br > 0 (r = 0, 1, 2, ..., q).
If

F − lim
k,l
ρ

(
λ

(
AT

klijhr − hr

σr

))
= 0, uniformly in i, j,

for every λ > 0, r = 0, 1, 2, ..., q, in Xρ, then for every h ∈ D ∩Xρ with h−Cb (X) ⊂ XT,

F − lim
k,l

ρ

(
λ0

(
AT

klijh− h

σ

))
= 0, uniformly in i, j,

for some λ0 > 0, in Xρ where σ (u) = max {|σr (u)| : r = 0, 1, 2, ..., q} and D, XT are as
before.
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Proof. Let h ∈ D ∩ Xρ with h − Cb (X) ⊂ XT. It is known from [5, 21] that there exists
a sequence (gkl) ⊂ Cc (X) such that ρ (3λ∗

0h) < ∞ and P − lim
k,l
ρ (3λ∗

0 (gkl − h)) = 0 for

some λ∗
0 > 0. This means that, for every ε > 0, there is a positive number l0 = l0 (ε) with

ρ (3λ∗
0 (gkl − h)) < ε for every k, l ≥ l0. (2.8)

By linearity and positivity of the operators Tmn, we have

λ∗
0

∣∣∣AT
klij (h;u) − h (u)

∣∣∣ ≤ λ∗
0

∣∣∣AT
klij (h− gl0l0 ;u)

∣∣∣+ λ∗
0

∣∣∣AT
klij (gl0l0 ;u) − gl0l0 (u)

∣∣∣
+λ∗

0 |gl0l0 (u) − h (u)|
holds for every u ∈ X and i, j ∈ N. Now, applying modular ρ in the last inequality and
using the monotonicity of ρ and moreover multiplying both sides of the above inequality
by 1

|σ(u)| , we get

ρ

(
λ∗

0

(
AT

klijh− h

σ

))
≤ ρ

(
3λ∗

0

(
AT

klij (h− gl0l0)
σ

))
+ ρ

(
3λ∗

0

(
AT

klijgl0l0 − gl0l0

σ

))

+ρ
(

3λ∗
0

(
gl0l0 − h

σ

))
.

Hence, observing |σ| ≥ b > 0, (b = max {br : r = 0, 1, 2, ..., q}), we can write that

ρ

(
λ∗

0

(
AT

klijh− h

σ

))
≤ ρ

(
3λ∗

0

(
AT

klij (h− gl0l0)
σ

))
+ ρ

(
3λ∗

0

(
AT

klijgl0,l0 − gl0l0

σ

))

+ρ
(3λ∗

0
b

(gl0l0 − h)
)
. (2.9)

Then using the (2.8) in (2.9), we have

ρ

(
λ∗

0

(
AT

klijh− h

σ

))
≤ ε+ ρ

(
3λ∗

0

(
AT

klij (h− gl0l0)
σ

))
+ ρ

(
3λ∗

0

(
AT

klijgl0l0 − gl0l0

σ

))
.

By property (2.1) and also using the facts that gl0l0 ∈ Cc (G) and h−gl0l0 ∈ XT, we obtain

F − lim sup
k,l

ρ

(
λ∗

0

(
AT

klijh− h

σ

))

≤ ε+Rρ (3λ∗
0 (h− gl0l0)) + F − lim sup

k,l
ρ

(
3λ∗

0

(
AT

klijgl0l0 − gl0l0

σ

))

≤ ε (1 +R) + F − lim sup
k,l

ρ

(
3λ∗

0

(
AT

klijgl0l0 − gl0l0

σ

))
also, resulting from previous theorem,

0 = F − lim
k,l
ρ

(
3λ∗

0

(
AT

klijgl0l0 − gl0l0

σ

))

= F − lim sup
k,l

ρ

(
3λ∗

0

(
AT

klijgl0l0 − gl0l0

σ

))
which gives

0 ≤ F − lim sup
k,l

ρ

(
λ∗

0

(
AT

klijh− h

σ

))
≤ ε (1 +R) .

From arbitrariety of ε > 0, it follows that

F − lim sup
k,l

ρ

(
λ∗

0

(
AT

klijh− h

σ

))
= 0.
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Furthermore,

F − lim
k,l
ρ

(
λ∗

0

(
AT

klijh− h

σ

))
= 0,

this completes the proof. �
Remark 2.3. Note that, in Theorem 2.2, in general it is not possible to obtain F−relative
strong convergence unless the modular ρ satisfies the ∆2−condition.

If one replaces the scale function by a nonzero constant, then the condition (2.1) reduces
to

F − lim sup
k,l

ρ
(
λ
(
AT

klijh
))

≤ Rρ (λh) , uniformly in i, j, (2.10)

for every h ∈ XT, λ > 0 and for an absolute positive constant R. In this case, the next
result immediately follows from our Theorem 2.2.

Corollary 2.4. Let A =
(
A(i,j)

)
be a sequence of four dimensional infinite non-negative

real matrices and let ρ be a monotone, strongly finite, absolutely continuous and N−quasi
semiconvex modular. Suppose that hr and ar, r = 0, 1, 2, ..., q, satisfy properties (P1) and
(P2) . Let T = (Tmn) be a double sequence of positive linear operators satisfying (2.10).
If
(
AT

klijhr

)
is F−strongly convergent to hr, uniformly in i, j, r = 0, 1, 2, ..., q, in Xρ,

then
(
AT

klijh
)

is F−modularly convergent to h, uniformly in i, j, in Xρ such that h is any
function belonging to D ∩Xρ with h− Cb (X) ⊂ XT.

If one replaces the matrices A(i,j) by the identity matrix and take the scale function as
a non-zero constant, then the condition (2.1) reduces to

F − lim sup
m,n

ρ (λ (Tmnh)) ≤ Rρ (λh) (2.11)

for every h ∈ XT, λ > 0 and for an absolute positive constant R. In this case, the following
result immediately follows from our Theorem 2.2.

Corollary 2.5. Let ρ be a monotone, strongly finite, absolutely continuous and N−quasi
semiconvex modular. Suppose that hr and ar, r = 0, 1, 2, ..., q, satisfy properties (P1) and
(P2) . Let T = (Tmn) be a double sequence of positive linear operators satisfying (2.11) and
assume that σr (u) is an unbounded function satisfying |σr (u)| ≥ br > 0 (r = 0, 1, 2, ..., q).
If (Tmnhr) is F−strongly convergent to hr to the scale function σr, r = 0, 1, 2, ..., q, in
Xρ then (Tmnh) is F−modularly convergent to h to the scale function σ in Xρ where
σ (u) = max {|σr (u)| : r = 0, 1, 2, ..., q} and h is any function belonging to D ∩ Xρ with
h− Cb (X) ⊂ XT.

3. Application
In this section, we display an example such that our Korovkin-type approximation

results in modular spaces are stronger than the classical ones.

Example 3.1. Let us consider X = [0, 1]2 ⊂ R2, F be a free filter of N2, containing a
subset F ⊂ N2 such that N2\F is infinite and let φ : [0,∞) → [0,∞) is a continuous
function with φ is convex, φ (0) = 0, φ (x) > 0 for any x > 0 and limx→∞ φ (x) = ∞.
Then, the functional ρφ defined by

ρφ(h) :=
1∫

0

1∫
0

φ (|h (x, y)|) dxdy for h ∈ L0 (X) ,

is a convex modular on L0 (X) and

Xρφ :=
{
h ∈ L0 (X) : ρφ (λh) < +∞ for some λ > 0

}
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is the Orlicz space generated by φ.
For every (x, y) ∈ X, let h0 (x, y) = a3 (x, y) = 1, h1 (x, y) = x, h2 (x, y) = y, h3 (x, y) =

a0 (x, y) = x2 + y2, a1 (x, y) = −2x, a2 (x, y) = −2y. For every m,n ∈ N, u1, u2 ∈ [0, 1] ,
let Kmn (u1, u2) = (m+ 1) (n+ 1)um

1 u
n
2 and for h ∈ C (X) and (x, y) ∈ X, set

Mmn (h;x, y) =
1∫

0

1∫
0

Kmn (u1, u2)h (u1x, u2y) du1du2.

Then we get
1∫

0

1∫
0

Kmn (u1, u2) du1du2

= (m+ 1)

 1∫
0

um
1 du1

 (n+ 1)

 1∫
0

un
2du2

 = 1,

and hence, Mmn (h0;x, y) = h0 (x, y) = 1. Also, we know from [7] that

|Mmn (h1;x, y) − h1 (x, y)| ≤ 1
m+ 2

, |Mmn (h2;x, y) − h2 (x, y)| ≤ 1
n+ 2

,∣∣∣Mmn

(
h2

1;x, y
)

− h2
1 (x, y)

∣∣∣ ≤ 2
m+ 3

,
∣∣∣Mmn

(
h2

2;x, y
)

− h2
2 (x, y)

∣∣∣ ≤ 2
n+ 3

,

and for each m,n ≥ 2, h ∈ Xρφ we get ρφ(Mmnh) ≤ 32ρφ(h). Moreover, (Mmn) satisfies
the condition (14) in [30] with XM = Xρφ and (Mmnh) is modulary convergent to h ∈ Xρφ .
Using the operators M = (Mmn) , we define the double sequence of positive linear operators
L = (Lmn) on Xρφ as follows:

Lmn (h;x, y) = (1 + gmn (x, y))Mmn (h;x, y) , for h ∈ Xρφ ,

x, y ∈ [0, 1] and m,n ∈ N, where gmn : X → R defined by

gmn (x, y)

=


1, (m,n) /∈ F,(
m2 + 1

)
n3xy, (x, y) ∈

(
0, 1

m

)
×
(
0, 1

n

)
; (m,n) ∈ F,

0, (x, y) /∈
(
0, 1

m

)
×
(
0, 1

n

)
; (m,n) ∈ F.

If φ (x) = xp for 1 ≤ p < ∞, x ≥ 0 then Xρφ = Lp(X) and we have for any function
h ∈ Xρφ , ρφ(h) = ∥h∥p

p . Choose p = 1.
It is clear that

ρ (λ0 (gmn − g)) = ∥λ0 (gmn − g)∥1

= λ0


1, (m,n) /∈ F,

(m2+1)n

4m2 , (x, y) ∈
(
0, 1

m

)
×
(
0, 1

n

)
; (m,n) ∈ F,

0, (x, y) /∈
(
0, 1

m

)
×
(
0, 1

n

)
; (m,n) ∈ F.

where g = 0, then (gmn) does not converge F−modularly to g = 0. Now, we choose

σr (x, y) = σ (x, y) (r = 0, 1, 2, 3) where σ (x, y) =
{

1
x2y

, (x, y) ∈ (0, 1] × (0, 1]
1, otherwise on

L1 (X) . Also, assume that A :=
(
A(i,j)

)
=
(
a

(i,j)
klmn

)
is a sequence of four dimensional

infinite matrices defined by a
(i,j)
klmn = 1

kl if i ≤ m ≤ i + k − 1, j ≤ n ≤ j + l − 1,
(i, j = 1, 2, ...) and a

(i,j)
klmn = 0 otherwise. In this case A−summability method reduces to
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almost convergence of double sequences introduced by Moricz and Rhoades [24]. Then, it
can be seen that, for every h ∈ L1 (X) , λ > 0 and for positive constant R0 that

F − lim sup
k,l

∥∥∥∥∥λ
(
AL

klijh

σ

)∥∥∥∥∥
1

≤ R0 ∥λh∥1 , uniformly in i, j.

Now, observe that

Lmn (h0;x, y) − h0 (x, y) = gmn (x, y) ,

Lmn (h1;x, y) − h1 (x, y) ≤ 1 + gmn (x, y)
m+ 2

+ gmn (x, y) ,

Lmn (h2;x, y) − h2 (x, y) ≤ 1 + gmn (x, y)
n+ 2

+ gmn (x, y) ,

Lmn (h3;x, y) − h3 (x, y) ≤ (1 + gmn (x, y))
( 2
m+ 3

+ 2
n+ 3

)
+ 2gmn (x, y) .

Hence, we can see, for any λ > 0, that∥∥∥∥∥λ
(
AL

klijh0 − h0

σ

)∥∥∥∥∥
1

(3.1)

=

∥∥∥∥∥∥λσ
 1
kl

i+k−1∑
m=i

j+l−1∑
n=j

(1 + gmn) − 1

∥∥∥∥∥∥
1

≤ 1
kl

i+k−1∑
m=i

j+l−1∑
n=j

∥∥∥∥λgmn

σ

∥∥∥∥
1

= λ


1, (m,n) /∈ F,

1
kl

i+k−1∑
m=i

j+l−1∑
n=j

m2+1
12m4 , (x, y) ∈

(
0, 1

m

)
×
(
0, 1

n

)
; (m,n) ∈ F,

0, (x, y) /∈
(
0, 1

m

)
×
(
0, 1

n

)
; (m,n) ∈ F.

Then we can easily see that

F − lim
k,l

∥∥∥∥∥λ
(
AL

klijh0 − h0

σ

)∥∥∥∥∥
1

= 0, uniformly in i, j.

Also, we have∥∥∥∥∥λ
(
AL

klijh1 − h1

σ

)∥∥∥∥∥
1

≤

∥∥∥∥∥∥λσ
i+k−1∑
m=i

j+l−1∑
n=j

1
kl

(1 + gmn

m+ 2
+ gmn

)∥∥∥∥∥∥
1

≤ 1
kl

i+k−1∑
m=i

j+l−1∑
n=j

1
m+ 2

∥∥∥x2y
∥∥∥

1

+ 2
kl

i+k−1∑
m=i

j+l−1∑
n=j

∥∥∥∥λgmn

σ

∥∥∥∥
1

from above inequality, since F − lim
k,l

(
sup
i,j

1
kl

i+k−1∑
m=i

j+l−1∑
n=j

1
m+2

)
= 0 and from the inequality

(3.1), we have

F − lim
k,l

∥∥∥∥∥λ
(
AL

klijh1 − h1

σ

)∥∥∥∥∥
1

= 0, uniformly in i, j.

Similarly, we get

F − lim
k,l

∥∥∥∥∥λ
(
AL

klijh2 − h2

σ

)∥∥∥∥∥
1

= 0, uniformly in i, j.
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Finally, since∥∥∥∥∥λ
(
AL

klijh3 − h3

σ

)∥∥∥∥∥
1

≤

∥∥∥∥∥∥λσ
i+k−1∑
m=i

j+l−1∑
n=j

1
kl

(
(1 + gmn (x, y))

( 2
m+ 3

+ 2
n+ 3

)
+ 2gmn (x, y)

)∥∥∥∥∥∥
1

≤ 1
kl

i+k−1∑
m=i

j+l−1∑
n=j

( 2
m+ 3

+ 2
n+ 3

)∥∥∥x2y
∥∥∥

1
+ 4
kl

i+k−1∑
m=i

j+l−1∑
n=j

∥∥∥∥λgmn

σ

∥∥∥∥
1
.

Hence we can easily see that

F − lim
k,l

∥∥∥∥∥λ
(
AL

klijh3 − h3

σ

)∥∥∥∥∥
1

= 0, uniformly in i, j.

So, our new operator L = (Lmn) satisfies all conditions of Theorem 2.2 and therefore we
obtain

F − lim
k,l

∥∥∥∥∥λ0

(
AL

klijh− h

σ

)∥∥∥∥∥
1

= 0, uniformly in i, j.

for some λ0 > 0, for any h ∈ L1 (X) . However, (Lmnh0) is neither F − A−summable nor
F−modularly convergent to h0. Thus (Lmn) does not fulfil the Corollary 2.4 and Corollary
2.5. Also, since (Lmnh0) does not converge modularly to h0, the double modular Korovkin
type theorem does not work for the sequence L = (Lmn) ([30]).

4. Rates of approximation for abstract Korovkin theorems
Now we present some estimates of rates of convergence for abstract Korovkin-type

theorems. Let X = (X, d) is a metric space, satisfying the following property:
(P ∗) For every n ∈ N and u, v ∈ X with u ̸= v, there are n+1 points xi, i = 0, 1, ..., n+1,

such that u = x0, v = xn+1 and d (xi, xi+1) ≤ 1
nd (u, v) for each i = 0, 1, ..., n.

Some classical examples of these spaces satisfying condition (P ∗) are the Euclidean
multidimensional spaces equipped with the usual metric and the space RΛ endowed with
the sup-norm, where Λ is any abstract nonempty set (see also [7]).

For h ∈ Cb (X) and δ > 0, we consider the following usual modulus of continuity:
ω (h, δ) := sup

u,v∈X: d(u,v)≤δ
|h (u) − h (v)| .

It is readily seen that, ω (h, δ) is an increasing function of δ, |h (u) − h (v)| ≤ ω (h, d (u, v))
for each u, v ∈ X, ω (h, δ) ≤ 2M for every δ > 0, where M := sup

v∈X
|h (v)| , and ω (h, γδ) ≤

(1 + γ)ω (h, δ) for every γ, δ > 0.

Theorem 4.1. Let A =
(
A(i,j)

)
be a sequence of four dimensional infinite non-negative

real matrices, ρ be a monotone, strongly finite, T = (Tmn) be a double sequence of positive
linear operators, and (X, d) satisfy condition (P ∗) . Let (αmn) and (βmn) be two double
sequences of positive real numbers with F−lim

m,n
αmn = 0 and F−lim

m,n
βmn = 0 and σr (u) be an

unbounded function, |σr (u)| > 0 (r = 0, 1) . For each u, v ∈ X, set ψ (u) (v) = d (u, v) and
for every h ∈ Cc (X) , put δklij =

∥∥∥AT
klijψ

∥∥∥ , where ∥.∥ is the sup-norm and the supremum
is taken with respect to the support of h. If there exist ζ > 0 with

(i) ρ
(
ζ

(
AT

klijh0−h0
σ0

))
= oF (αkl) , uniformly in i, j,

(ii) ρ
(
ζ

(
ω(h,δklij)

σ1

))
= oF (βkl) , uniformly in i, j.
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Then for every h ∈ Cc (X) we get

ρ

(
ζ

(
AT

klijh− h

σ

))
= oF (γkl) , uniformly in i, j,

where γkl := max {αkl, βkl} and σ (u) = max {|σr (u)| : r = 0, 1} .
A similar result holds also when oF replaced by OF.

Proof. Let h ∈ Cc (X) , M := sup
v∈X

|h (v)| . Observe that ω (h, δ) ≤ 2M for each δ > 0.

Using the properties of the usual modulus of continuity, we get

|h (u) − h (v)| ≤ ω (h, d (u, v)) ≤
(

1 + d (u, v)
δ

)
ω (h, δ) (4.1)

for every δ > 0 and u, v ∈ X.Also, the support of h is (totally) bounded and so,
sup

u,v∈X
d (u, v) < ∞ and by applying AT

klij , we find Kklij > 0 with sup
u,v∈X

AT
klijd (u, v) ≤

KklijA
T
klijh0. Hence, δklij ∈ R for each k, l, i, j ∈ N. Let now δ = δklij . Since Tmn is linear

and positive, by applying Tmn to (4.1), we have∣∣∣AT
klij (h;u) − h (u)

∣∣∣ ≤ AT
klij

((
1 + d (u, v)

δ

)
ω (h, δ) ;u

)
+M

∣∣∣AT
klij (h0;u) − h0 (u)

∣∣∣
≤ ω (h, δ)

∣∣∣AT
klij (h0;u) − h0 (u)

∣∣∣+ ω (h, δ)
δ

AT
klij (ψ;u)

+ω (h, δ) +M
∣∣∣AT

klij (h0;u) − h0 (u)
∣∣∣

≤ 3M
(∣∣∣AT

klij (h0;u) − h0 (u)
∣∣∣+ ω (h, δ)

)
.

Let ζ > 0. By multiplying the both sides of the above inequality by 1
|σ(u)| the last inequality

gives that

ζ

∣∣∣∣∣A
T
klij (h;u) − h (u)

σ (u)

∣∣∣∣∣ ≤ 3Mζ

(∣∣∣∣∣A
T
klij (h0;u) − h0 (u)

σ (u)

∣∣∣∣∣+ ω (h, δ)
|σ (u)|

)
.

Now, applying the modular ρ to both sides of the above inequality, since ρ is monotone
and σ (u) = max {|σr (u)| : r = 0, 1} , we get

ρ

(
ζ

(
AT

klijh− h

σ

))
≤ ρ

(
6Mζ

(
AT

klijh0 − h0

σ0

))
+ ρ

(
6Mζ

ω (h, δ)
σ1

)
.

Now considering the above inequality, the hypotheses (i) and (ii) we have

F − lim
k,l

ρ

(
ζ

(
AT

klijh−h

σ

))
γkl

= 0,

hence, the proof is completed at once. �

If one replaces the matrices A(i,j) by the identity matrix, then we get the following:

Corollary 4.2. Let ρ be a monotone, strongly finite, T = (Tmn) be a double sequence
of positive linear operators, and (X, d) satisfy condition (P ∗) . Let (αmn) and (βmn) be
two double sequences of positive real numbers with F − lim

m,n
αmn = 0 and F − lim

m,n
βmn = 0

and σr (u) be an unbounded function, |σr (u)| > 0 (r = 0, 1) . For each u, v ∈ X, set
ψ (u) (v) = d (u, v) and for every h ∈ Cc (X) , put δmn = ∥Tmnψ∥ , where ∥.∥ is the sup-
norm and the supremum is taken with respect to the support of h. If there exist ζ > 0
with

(i) ρ
(
ζ
(

Tmnh0−h0
σ0

))
= oF (αmn) ,
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(ii) ρ
(
ζ
(

ω(h,δmn)
σ1

))
= oF (βmn) .

Then for every h ∈ Cc (X) we get

ρ

(
ζ

(
Tmnh− h

σ

))
= oF (γmn) ,

where γmn := max {αmn, βmn} and σ (u) = max {|σr (u)| : r = 0, 1} .
A similar results hold also when oF replaced by OF.

5. An extension to non-positive linear operators
In this section, we relax the positivity condition of linear operators in the Korovkin

theorems. In [1, 6, 7] there are some positive answers. Following this approach, we give
some positive answers also for F−relative A−Summation process in modular spaces and
prove a Korovkin type approximation theorem.

Let G be a bounded interval of R2, C2 (G) (resp. C2
b (G)) be the space of all func-

tions defined on G, (resp. bounded and) continuous together with their first and second
derivatives, C+ :=

{
h ∈ C2

b (G) : h ≥ 0
}
, C2

+ :=
{
h ∈ C2

b (G) : h′′ ≥ 0
}
.

Let hr, r = 1, 2, ..., q, and ar, r = 0, 1, 2, ..., q, be functions in C2
b (G) , Pu (v) , u, v ∈ G,

be as in (2.2), and suppose that Pu (v) satisfies the properties (P1) , (P2) and
(P3) there is a positive real constant S0 such that P ′′

u (v) ≥ S0 for all u, v ∈ G (Here
the second derivative is intended with respect to v).

Now we prove the following Korovkin type approximation theorem for not necessarily
positive linear operators.

Theorem 5.1. Let A, ρ and σr be as in Theorem 2.1 and hr, ar, r = 0, 1, 2, ..., q and
Pu (v) , u, v ∈ G, satisfies the properties (P1) , (P2) and (P3) . Assume that T = (Tmn)
be a double sequence of linear operators and suppose that Tmn

(
C+ ∩ C2

+
)

⊂ C+, for all
m,n ∈ N. If

(
AT

klijhr

)
is F−relatively modularly convergent to hr to the scale function σr,

uniformly in i, j, in Xρ for each r = 0, 1, 2, ..., q, then
(
AT

klijh
)

is F−relatively modularly
convergent to h to the scale function σ, uniformly in i, j, in Xρ for every h ∈ C2

b (G)
where σ (u) = max {|σr (u)| : r = 0, 1, 2, ..., q} .

If
(
AT

klijhr

)
is F−relatively strongly convergent to hr to the scale function σr, uniformly

in i, j, r = 0, 1, 2, ..., q, in Xρ then
(
AT

klijh
)

is F−relatively strongly convergent to h

to the scale function σ, uniformly in i, j, in Xρ for every h ∈ C2
b (G) where σ (u) =

max {|σr (u)| : r = 0, 1, 2, ..., q} .
Furthermore, if ρ is absolutely continuous, T satisfies the property (2.1) and

(
AT

klijhr

)
is F−relatively strongly convergent to hr to the scale function σr, r = 0, 1, 2, ..., q, in Xρ

then
(
AT

klijh
)

is F−relatively modularly convergent to h to the scale function σ in Xρ for
every h ∈ D ∩Xρ with h− Cb (G) ⊂ XT where σ (u) = max {|σr (u)| : r = 0, 1, 2, ..., q} .

Proof. Let h ∈ C2
b (G) . Since h is uniformly continuous and bounded on G, given ε > 0

with 0 < ε ≤ 1, there exists a δ > 0 such that |h (u) − h (v)| ≤ ε for all u, v ∈ G,
|u− v| ≤ δ. Let Pu (v) , u, v ∈ G, be as in (2.2) and let η > 0 be associated with δ,
satisfying (P2) . As in Theorem 2.1, for every α ≥ 1 and u, v ∈ G, we have

− ε− 2Mα

η
Pu (v) ≤ h (u) − h (v) ≤ ε+ 2Mα

η
Pu (v) (5.1)

where M = sup
v∈G

|h (v)| . From (5.1) it follows that

h1,α (v) := ε+ 2Mα

η
Pu (v) + h (v) − h (u) ≥ 0, (5.2)
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h2,α (v) := ε+ 2Mα

η
Pu (v) − h (v) + h (u) ≥ 0. (5.3)

Let H0 satisfy (P3) . For each v ∈ G, we get

h′′
1,α (v) ≥ 2MαH0

η
+ h′′ (v) , h′′

2,α (v) ≥ 2MαH0
η

− h′′ (v) .

Because of h′′ is bounded on G, we can choose α ≥ 1 in such a way that h′′
1,α (v) ≥ 0,

h′′
2,α (v) ≥ 0 for each v ∈ G. Hence h1,α, h2,α ∈ C+ ∩ C2

+. Then, by hypothesis we get

AT
klij (hr,α;u) ≥ 0 for all k, l ∈ N, u ∈ G and r = 1, 2. (5.4)

From (5.2)-(5.4) and the linearity of Tmn, for all k, l ∈ N, we get

εAT
klij (h0;u) + 2Mα

η
AT

klij (Pu;u) +AT
klij (h;u) − h (u)AT

klij (h0;u) ≥ 0,

εAT
klij (h0;u) + 2Mα

η
AT

klij (Pu;u) −AT
klij (h;u) + h (u)AT

klij (h0;u) ≥ 0,

thus,

−εAT
klij (h0;u) − 2Mα

η
AT

klij (Pu;u) ≤ h (u)AT
klij (h0;u) −AT

klij (h;u)

≤ εAT
klij (h0;u) + 2Mα

η
AT

klij (Pu;u) .

By arguing similarly as in the proof of Theorem 2.1, multiplying the inequality by 1
|σ(u)| ,

using the modular ρ and for i, j ∈ N, we have the assertion of the first part.
The other parts can be proved similarly as in the proofs of Theorem 2.1 and Theorem

2.2. �
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