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Yiizyilin en biiyiik inovasyonu i¢in dncii aday olan Yapay Zeka uygulamalarindan biri
olarak Yapay Sinir Aglari, bir siiredir ekonominin karmasik problemlerini ¢6zmekte
Arastirma Makalesi Research Article kullanilmaya baglanmigtir. Onlarin arasinda, doviz kurunu tahmin etme, doviz
kurundaki degisikligin makro degiskenlerden mikro degiskenlere kadar ekonomideki
diger tiim degiskenleri etkiledigi Tiirkiye gibi ozellikle kiigik acik iilkeler igin
belirlenmesi gereken en 6nemli karmagik konulardan biridir. Bu makale, Tiirk Liras ve
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GENISLETILMIS OZET
Calismanin Amaci

Bu makale, Tiirk Lirasi (TL) ile Amerikan Dolar ($) arasindaki doviz kuru belirlemesini
Parasalc1t Model araciligiyla Yapay Sinir Aglar1 (YSA) kullanarak analiz etmeyi amaglamaktadir.

Arastirma Sorulari

YSA doviz kuru belirlemesinde iyi bir tahmin edici olabilir mi? Parasalct Model araciligiyla
YSA, Tiirk Lirasi (TL) ile Amerikan Dolar1 ($) arasindaki doviz kurunun belirlenmesinde iyi sonuglar
verir mi?

Literatiir Arastirmasi

Literatiirde, farkli konulari ele alan sosyal bilimlerde YSA kullanan bir¢ok ¢aligma
bulunmaktadir. Onlar arasinda, Karaathi vd. (2012) karar vericilere otomotiv endiistrisi hakkindaki
politikalari konusunda yardimci olmak amaciyla gelecekteki otomotiv satiglarinin miktarini tahmin
etmektedir; Altundz (2013) bir erken uyar sistemi olarak Tiirk bankalarinin finansal basarisizligini
tahmin etmeye calismaktadir; Kocatepe ve Yildiz (2016), arastirmacilara ve yatirimcilar gibi karar
vericilere katki saglamak amaciyla altin fiyatlarindaki degisimi tahmin etmeye ¢alismaktadir; Yiiksel ve
Akkog (2016) altin fiyatlarini tahmin etmeye ¢alismaktadir; Cuhadar ve Kayacan (2005), konaklama
isletmelerinde doluluk oranlarini tahmin etmede yeni bir yontem tanitarak, Tiirk turizm literatiiriine
katki saglamak amaciyla dis turizm talebi tarafindan olusturulan otel miilkii doluluk oranlarii tahmin
etmeye caligsmaktadir ve Erilli vd. (2010), politika yapicilarina fiyat istikrarin1 saglamada katkida
bulunmak amaciyla enflasyon oranlarini tahmin etmeye ¢aligmaktadir. Diger tarafta, YSA kullanarak
TL ve $ arasindaki doviz kuru tahminiyle ugrasan az sayida ¢alisma bulunmaktadir. Onlar arasinda,
Altan (2008) sonuglarin performanslarini karsilastirmak amaciyla hem YSA hem de Vektor Otoregresif
(VAR) Modelini kullanarak déviz kuru tahmini yapmaya ¢alismaktadir. Ozkan (2011) ise gecikmeli kur
degerlerine sahip zaman serisi modeli, Parasal Model ve Satin Alma Giicii Paritesi Modeli olmak {izere
ii¢ farkli model tizerinden YSA kullanarak TL/ABD Dolar1 ve TL/Euro doviz kurlarini tahmin etmeye
calismaktadir.

Yontem

Insandaki biyolojik ndron sistemine benzer sekilde calisabilen ve makine dgrenmesi yapabilen
YSA, katman ve diigiimlerden olusan ve cok sayida fonksiyonu paralel olarak ¢alistirabilen sayisal
yontemdir. Yontem, dogrusal veya dogrusal olmayan fonksiyonlarin paralel bigimde ¢aligarak elde ettigi
agirhik degerleri ile olusturulmus denklemler araciligiyla, iligkileri ve bu iligkilerin dereceleri ¢ok
boyutlu uzay i¢inde bilinmeyen veri setlerinin ¢ozlimlerini arastirir. Bu sayede, onceki ¢aligsmalar bu
yontemin regresyon modellerine gore daha basarili oldugunu gostermektedir (Mansouri vd., 2016).
Genel olarak YSA yapisinda Girdi, Gizli ve Cikti Katmanlart olmak iizere li¢ farkli katman
bulunmaktadir. Girdi Katmani, bilgiyi disaridan aga alan kisimdir. Bu bilgiler Girdi Katmaninda néron

olarak bilinen digiimlere aktarilir ve daha sonra sirasiyla Gizli Katmana ve Cikti Katmanina aktarilir
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(Yiiksek vd., 2018). Bu g¢alismada, 2001 yilinin 12'sinden baslayarak 2017'nin 3'liine kadar IMF
Uluslararasi Finansal Istatistiklerinden elde edilen aylik veri seti kullanilmistir. Bu baglamda, para arz1
(m), reel c¢ikt1 (y), faiz orani (i), enflasyon orani (II) ve net yabanci varliklar (r)’in yerli (Tiirkiye) ve
yabanci (ABD,* ile sembolize edilen) degiskenleri Parasal Modeller araciligiyla kullanilmigtir. Veri
setinin yiizde 70'1 (=129 birim) agin egitimi i¢in, veri setinin yiizde 30'u (=55 birim) ise egitilen agin
test asamasi i¢in kullanilmistir.

Sonu¢ ve Degerlendirme

YSA yapilarinin ekonomik veya finansal tahminler ve modellemelerde, 6zellikle kiiciik agik
ekonomiler i¢in belirlenmesi gereken en 6nemli karmasik konulardan biri olan doviz kurlarinin
tahmininde basariyla kullanilabilecegi tespit edilmistir. Bunun nedeni doviz kurlarinin tahmin
edilmesinin bircok faktorii bir arada degerlendirmeyi gerektirmesidir ve YSA, yapisinda boyle bir
kapasiteye sahip goriinmektedir. Bu c¢alismada, doviz kuru tahmini i¢in yapilan analizlerde gergek
degerlere ¢ok yakin sonuglar elde edilmistir. D6viz kuru tahmininde hem ANN-LM hem de ANN-QN
modelleri iyi sonuglar vermesine ragmen genel anlamda ANN-LM modelinin daha basarili oldugu

sOylenebilir.
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1. INTRODUCTION

Today Atrtificial Intelligence (Al) applications, which are generally based on the simulation of
the human brain by the machines, are used in every field by having successful outcomes. In this regard,
Artificial Neural Networks (ANN) as one of the Al applications is used in solving the complex problems
of the economy, engineering and social sciences issues as follows: The prediction of the amount of
commercial product sales; the determination of the economic success of the foundations and the
estimation of the gold prices, inflation rates etc. Among them, prediction of the exchange rates is one of
the utmost important complex issues to be determined especially for the small open economies, such as
Turkey, where the changes in exchange rate influence all other variables in the economy, from macro
variables such as inflation, to micro variables such as balance sheets of the companies. Prediction of the
exchange rates through ANN is a relatively new but promising method since the topic itself requires

considering several factors together and ANN seems to have such capacity in its structure.

This paper aims to analyse the exchange rate determination between Turkish Lira (TL) and
American Dollar ($) by using ANN through the Monetarist Model. As a different method from the
existing literature using ANN, in this paper ANN-Levenberg Marquardt (LM) and ANN-Quasi-Newton
(QN) methods, which were formulated by the LM and QN learning algorithms, have been used.
Different from the methods used in the existing literature in this paper, among the methods that have
been used, Hyperbolic Tangent Sigmoid (HTS) and Logarithmic Sigmoid (LS) transfer functions and
the success of 2, 5, 10 neuron numbers in the hidden layer have been investigated for the 5 different

input combinations that were formulated.

In the paper, after the introduction part the topic is tacked in two parts before the conclusion. In
the first part, a brief literature review dealing with the works using ANN in social sciences especially,
the ones determining the exchange rates, and in the second part, the Methodology of the paper take
place. As sub-groups of the Methodology part, ANN is introduced first and then the data set and
application of ANN and the findings and interpreting the findings are tacked, respectively.

2. LITERATURE REVIEW

In literature, there are several works using ANN in social sciences dealing with the different
issues. Among them, Karaatli et al. (2012) predict the amount of future automotive sales in order to help
decision-makers on their policies about the automotive industry; Altunéz (2013) tries to predict the
financial failure of the Turkish banks as an early warning system; Kocatepe and Yildiz (2016) try to
forecast the change in gold prices in order to contribute to researchers and decision-makers such as
investors; Yiiksel and Akkog (2016) try to predict the gold prices; Cuhadar and Kayacan (2005) try to
predict the hotel property occupancy rates that are generated by the foreign tourism demand in order to

contribute to the Turkish tourism literature through introducing a new method in forecasting occupancy
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rates in accommodation establishments and Erilli et al. (2010) try to estimate the inflation rates in order
to contribute to policymakers in maintaining price stability. On the other hand, there are few works
dealing with the exchange rate prediction between TL and $ by using ANN. Among them, Altan (2008)
tries to do exchange rate estimation by using both ANN and vector autoregressive (VAR) model in order
to compare the performances of the results. Ozkan (2011) tries to predict the TL/US Dollar and TL/Euro
exchange rates by using ANN through three different models including time-series model with lagged

exchange rate values, Monetary Model and Purchasing Power Parity (PPP) model.

In this regard, Karaath et al. (2012), which use the monthly data between January-2007 and
June-2011, find out that the predictions for the amount of future automotive sales and the real values are
close to each other except for the two months, October and November, which are regarded as they
influenced mostly the end year discounts in December. Altundz (2013), which uses the annual data for
the era of 1997-2002, finds out that ANN performs well in predicting the financial failure for both 1 and
2 years before the financial failure, with the 88% success and 77% success, respectively. Kocatepe and
Yildiz (2016), which use the monthly data between 2007 and 2015 and one month lagged values of the
independent variables, find out that the success rate of forecasting changes in price direction of gold
(Increase/Decrease), which is proxied by the monthly price change per gram of gold in Turkey, is
75.24% of which performance is accepted as successful. Yiiksel and Akkog (2016), which use the daily
data between 03.01.2002 — 31.10.2013, find out that ANN can be successfully used to estimate the gold
prices, which are proxied by the prices of per ons of gold in their study and the major factors that affect
the gold prices are silver and oil prices according to the results of the sensitivity analysis that they
conducted. Cuhadar and Kayacan (2005), which use the annual data between 1990 and 2002, find out
that the values forecasted are very close to the real values and these forecasts are accompanied by very
low error rates. Erilli et al. (2010), which use the monthly data for the period of February 2003-June
2008, maintain that ANN can have advantages over any time-series analysis. This is due to the prior
conditions for time-series analysis, such as a linear or nonlinear specific model pattern, stationary and
normal distribution are not required by ANN. They find out that the predictions, which are obtained by
using a new combined forecast based on ANN in which the ANN model predictions employed in
analysis were used as data, perform generally well in predicting the inflation rates in Turkey except for
the three months, such as July 2007, January 2008 and June 2008.

Altan (2008), which uses the monthly data between January 1987 - September 2007 for TL/US
Dollar, finds out that the success of the projections for exchange rate has increased through ANN, in
which multilayered feed forward artificial neural network architecture and back propagation learning
method are conducted. Moreover, Altan (2008) maintains that ANN performs better than VAR
especially in predicting the 1994 and 2001 crises of Turkey, which place within the sample period.
Ozkan (2011), which uses the monthly data between 1986-2010 for the American Dollar and 1999-2010

for Euro, finds out that ANN gave the best results for the time-series model of the lagged values of the

753



Mehmet Akif Ersoy Iktisadi ve Idari Bilimler Fakiiltesi Dergisi - Mehmet Akif Ersoy University Journal of Economics and Administrative Sciences Faculty
Cilt: 8 Sayi: 2 5.749-760 Volume: 8 Issue: 2 p.749-760
Temmuz 2021 July

exchange rates when compared with the models constructed by using the variables of PPP and Monetary

Model, which was ranked second for the performance of the ANN.

3. METHODOLOGY
3.1. Artificial Neural Networks

ANN, which can work similar to the biological neuron system in human and make machine
learning, is the numerical method consisting of layer and nodes that can make functions in parallel way.
The method investigates the solutions of the data sets of which relationships and the degrees of such
relationships are not known within the multidimensional space by the equations working in parallel that
are not obligated to the linear or nonlinear functions. Thanks to this, the previous works show that such
method is more successful compared to regression models (Mansouri et al., 2016). In general, there are
three different layers as input, hidden and output layers in ANN structure. Input layer is the part that
gets the information from outside to the network. Such information is transferred to the nodes, known
as neuron, in input layer and then transferred to hidden layer and output layer, respectively (Yiiksek et

al., 2018). The structure of ANN is shown in Figure 1.

The structure of ANN is spread into two in literature as Feed Forward and Feed Forward Back
Propagation in terms of the evaluation of the error rate of the data and making the influence of the error
rate into next application. In the Feed Forward ANN structure, the weights (w) and bias (€) which were
initially selected randomly are appointed to the connections of the nodes in the layers and used in the
transfer function. The data that is entered into the network from the input layer after going to the hidden
layer and output layer, respectively, are compared with the target data in terms of the goal error. If the
error term is high, then the network does this transaction again till the error terms decrease. At last, w
and € results that gave the best results are fixed to connections. Within the framework of the Feed
Forward Back Propagation ANN structure, in the Back Propagation ANN architecture the high error
terms are used in reappointing the coefficients in the connections via learning function and the new
coefficients and network work in opposite directions. In the Feed Forward Back Propagation ANN
structure, the two transactions work parallel (Oztemel, 2003). It is maintained that Feed Forward Back
Propagation ANN structure has higher performance values than the Feed Forward ANN structure
(Schalkoff, 1997; Babacan, 2015).
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Figure 1. The General Structure of ANN

OUTPUT LAYER

3.2. Data Set and Conducting the ANN

In this study, monthly data set, which were all obtained from the International Monetary Fund
(IMF) International Financial Statistics, starting from the 12th of the 2001 to the 3rd of the 2017 were
used. In this regard, domestic (Turkey) and foreign (USA, symbolized by *) variables of money supply
(m), real output (y), interest rate (i), inflation rate (IT) and net foreign assets (r) were used through
monetary models (Frankel, 1984). The 70 percent of the data set (=129 units) is used for the training of
the network and the 30 percent of the data set (=55 units) is used for the test stage of the trained network.
The data used were normalized within the interval of [0,1] by the following Formula of Equation 1 in

order to increase the performance of the network (Kalender and Hamzagebi, 2014).
Xn= X- Xuin / Xmax = Xmin (1)

In the Equation 1, X, symbolizes the normalized data, X symbolizes the raw data, Xmin

symbolizes the minimum value of the data set and Xmax Symbolizes the maximum value of the data set.

By using the values obtained 5 different input parameters and by these parameters, 5 different
input combinations were conducted, which are indicated in Table 1. Since the relationship and the degree
of the relationship of the data set of the input combinations are not known, main input parameter is
designed according to P1 for the most available relationship levels. The other parameters are tried
gradually with the P1 of which relation with the predicting data set is thought to be strong.
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Table 1. The ANN Input Combinations

COMBINATION INPUT
M1 P1
M2 P1 P2
M3 P1 P2 P3
M4 P1 P2 P3 P4
M5 P1 P2 P3 P4
Notes:

P1: (m-m:*) where m: corresponds to the log of the domestic nominal money supply and m¢*
corresponds to the log of the foreign nominal money supply.

P2: (yryt*) where y; corresponds to log of the domestic real output and yi* corresponds to log of the
foreign real output.

P3: (i-it*) where i corresponds to the domestic interest rate and ic* corresponds to the foreign interest
rate.

P4: (IT-TI*) where II; corresponds to the domestic inflation rate and II* corresponds to the foreign
inflation rate.

P5: (r-re*) where r; corresponds to the domestic net foreign assets and r¢* corresponds to the foreign net
foreign assets.

Determining the optimum model of ANN structure in this study is important for the further
studies. So, for the ANN structure two different structures were formed by the LM and QN learning
algorithms (Moré, 1978; Gill et al., 1981). In order to determine the optimum selection of the transfer
function, which is a significant parameter for the ANN structures, the HTS and LS sigmoid type
functions, which were positively resulted most in the literature, were tried for the ANN-LM and ANN-
QN. For the number of agents in the hidden layer, which is another factor that influence the performance
of the network, in each analysis the optimum numbers of 2, 5 and 10 neurons, which were determined
by the trial-error-method, were conducted. The different network architectures that were conducted and
the Analysis Flow Chart are shown in the following Figure 2.
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Figure 2. The Analysis Flow Chart
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3.3. Findings and Interpretation

In order to determine the Exchange Rate (TL/$) by the ANN method in this study, the optimum
structure of ANN was investigated. The results of the different structures, which were formed for ANN-
QN structure that were tried by the input models in Table 1, are seen in Table 2. When it is looked at
Table 2, the input combination which has the highest performance for the  ANN-QN structure is M4.
If M4 is compared with M5 in Exchange Rate (TL/$) estimation, it is seen that there is no positive effect
of P5 parameter (r-r*) on the network. It is determined that the increase in the number of neurons tried
in the hidden layer affected the stability level of the network and decreased its performance and

moreover the highest performance was sustained with 2 neurons.

It is seen that the success rate of the LS transfer function is less than the HTS transfer function
and the network makes value memorization. In sum, it is found out that, in the ANN-QN method, the
most successful structure was determined by the M4 input combination, 2 neurons in hidden layer HTS

transfer function.

Table 2. ANN-QN Performance Data

g:zzgg; Logarithmic Sigmoid Hyperbolic Tangent  Sigmoid
HLNN IC R R
M1 0.939 0.557
M2 0.526 0.909
2 M3 0.826 0.683
M4 0.512 0.997
M5 0.888 -0.385
M1 -0.576 0.949
M2 -0.688 0.869
5 M3 0.948 -0.834
M4 0.750 0.506
M5 0.595 0.868
10 M1 0.885 -0.919
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M2 0.657 -0.720
M3 -0.736 0.944
M4 -0.495 -0.673
M5 -0.496 0.852

Notes: The Model that has the highest performance is indicated in bold font.
HLNN: Hidden Layer Neuron Number; IC: Input Combination

It is seen that in the analyses that were done by ANN-LM in estimating the output, the inputs
are more successful and the network do not make any value memorization. When it is looked at Table
3, it is seen that the performance of the networks are negatively affected by the increase in the number
of neurons tried in the hidden layer. As seen in ANN-QN structure, the HTS transfer function produces
more successful results than LS transfer function. In sum, it is found out that, inthe  ANN-LM method,
the most successful structure was determined by the M5 input combination, 2 neurons in hidden layer
HTS transfer function. When Table 2 and table 3 are examined, it is determined that LM Algorithm

work in higher performance than QN algorithm in estimating exchange rate.

Table 3. ANN-LM Performance Data

gﬂﬁr;fg; Logarithmic Sigmoid Hyperbolic Tangent Sigmoid
HLNN IC R R
M1 0.557 0.939
M2 0.909 0.909
2 M3 0.683 0.826
M4 0.997 0.540
M5 0.888 0.998
M1 0.751 0.780
M2 -0.017 0.832
5 M3 -0.981 0.956
M4 -0.976 0.552
M5 0.848 0.092
M1 -0.896 0.579
M2 0.665 0.492
10 M3 0.034 0.974
M4 -0.954 -0.308
M5 -0.469 -0.161

Notes: The Model that has the highest performance is indicated in bold font.
HLNN: Hidden Layer Neuron Number; IC: Input Combination

The scatter and time-series diagrams for the ANN-LM (2-HTS-M5) network structure are
shown in the following Figure 3. It is determined that the negative values seen in Figure 2 are the ones
that were produced by the network as the correspondences of the values close to zero and the success of
the network was not affected from this. It is observed that the estimations done by the ANN-LM (2-
HTS-M5) network structure are in line with the observed values and the network produce estimations

that are very close to the real values.
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Figure 3. The ANN-LM (2-HTS-M5) Scatter and Time-Series Diagrams
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4. CONCLUSION

It is found out that ANN structures can be used successfully for the economic or financial
estimations and modelling especially for predicting the exchange rates, which is one of the utmost
important complex issues to be determined especially for the small open economies, since predicting
the exchange rates requires considering several factors together and ANN seems to have such capacity
in its structure.

In this study, in the analyses for the exchange rate estimation very close results to the real values
were obtained. It can be said that although in exchange rate estimation both ANN-LM and ANN-QN
models have given good results, the ANN-LM model is more successful in general terms. In this regard,
the paper tries to fill the gap in the existing literature using ANN by conducting a different method from
the existing literature such as using ANN-LM and ANN-QN methods and among the methods that were
used, HTS and LS transfer functions and the success of 2,5,10 neuron numbers in the hidden layer were
investigated for the 5 different input combinations that were formulated. The further studies in the future
for exchange rate estimation by trying different learning algorithms and different transfer functions

beside the ANN-LM and ANN-QN structures would gain a new perspective to the existing literature.
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