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Abstract: Monte Carlo simulation is a useful tool for researchers to estimated 

accuracy of a statistical model. It is usually used for investigating parameter 

estimation procedure or violation of assumption for some given conditions. 

To run a simulation either the paid software or open source but free program 

such as R is need to be used. For that, researchers must have a good 

knowledge about the theoretical procedures. This paper introduces the R 

package called MonteCarloSEM. The package helps to simulate and analyze 

data sets for some simulation condition such as sample size and normality for 

a given model. Also, an example is given to show how the functions within 

the package works. 

1. INTRODUCTION 

Monte Carlo (MC) simulation studies are used to investigate the accuracy of statistical 

modeling in educational sciences as well as other social sciences. MC can be used to test such 

as violations of assumptions (Schumacker & Lomaz, 2010), effect of missing data or sample 

size on the model-data fit or parameter estimates. In the simplest terms, for example, we can 

examine how the t-test behaves if the small sample size is small (i.e., de Winter, 2013). 

Similarly, simulation studies are also used with structural equal modeling techniques. Boomsma 

(2013) pointed out that 31% of the studies published at the Structural Equation Modeling 

journal between 1994 and 2012 are MC studies. In order to run a MC study, either paid 

programs such as Mplus and Lisrel-PRELIS or open source but free program such as R (R Core 

Team, 2020) is need to be used. In both cases, it is necessary to know how the programs work.  

Even though R is a free program it has a somewhat complex structure, especial for beginners. 

It is because all the coding must be done by the individual or a ready-made package needed to 

be used. In addition to the coding difficulties, the individual must also have a good knowledge 

about the theoretical procedures of simulation studies. 

The “MonteCarloSEM” package has been developed to facilitate these operations and to enable 

researchers who are not familiar with such complex operations to perform MC simulation 

studies. In short, this package allows to test different conditions for a given Structural Equation 

Models (SEM) such as confirmatory factor analysis. 

To run a MC simulation, a SEM model, the true model, must first be determined: number of 

factors in the model, the correlation between these factors and number of items loaded on each 
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factor and so on. Then, a model which the data will be tested with is need to be determined. 

The testing model does not have to be the same with the true model. If it is not the same it is 

called misspecified model. A simulation study where the true model and misspecified model 

are used could give the effect of the misspecification on the parameter estimations and the 

model-data fits.  

Different simulation conditions can be used for simulation studies. Number of factors, values 

of the factor loadings, the sample size and shape of the data (i.e., normal or non-normal) are 

some of them. This package enables us to use some these conditions. Detailed information 

about the contents of this package were given below. Each function and its parameters were 

explained with examples. Then, a simple simulation study is given as an example. 

2. MonteCarloSEM PACKAGE 

The package can be installed by using install.packages("MonteCarloSEM") comment. The 

documents for the package is available at the Comprehensive R Archive Network (CRAN): 

https://CRAN.R-project.org/package=MonteCarloSEM. The first version of the package was 

available as of September 22, 2020. The package requires to install some other packages. For 

example, the “Matrix” package (Maechler & Bates, 2006) is used for the matrix decomposition. 

The names of the required packages were given at the package’s documents (Orçan, 2020).  

There are five functions under this package. In case the arguments required for simulation are 

given, these functions enable us to a) generate artificial (i.e., simulated) data and b) analyze 

previously generated data and report the results. 

2.1. Generating Artificial Data 

The data sets were generated based on the standard normal distribution with mean of zero and 

standard deviation of one. Based on a given Confirmatory Factor Analysis (CFA) model, first 

uncorrelated factor scores were generated. Then, Cholesky decomposition method (Higham, 

2009) was used to get correlated factor scores. On the other hand, independent error scores for 

each item were generated. Using correlated factor scores and random error scores, observed 

item scores were gained by the following formula (Orçan & Yanyun, 2016).  

𝑋𝑖 = 𝜆𝑖 ∗ 𝐹 + (√1 − 𝜆𝑖
2) ∗ 𝐸𝑖 

where 𝑋𝑖 is an observed score on item i, F is factor score, 𝜆𝑖 and 𝐸𝑖 indicates the factor loading 

and random error for item i, respectively. 

If non-normality is desired, Fleishman’s power transformation method (Fleishman, 1978) was 

applied to obtain scores with the predefined skewness and kurtosis values: 

𝑋𝑠𝑘𝑒𝑤𝑒𝑑 = 𝐴 + 𝐵 ∗ 𝑋𝑛 + 𝐶 ∗ 𝑋𝑛
2 + 𝐷 ∗ 𝑋𝑛

3 

where Xn is a previously generated normally distributed variable. The coefficients A, B, C and 

D are constants corresponding to a specific skewness and kurtosis values given at Fleishman’s 

(1978) Table 1. For example, for skewness and kurtosis of one the values of B, C and D are 

1.0174852, .190995 and -.018577, respectively. 

2.2. Analyzing the Data 

After the data sets were generated, the data sets can be tested with a given CFA model under 

“lavaan” package (Rosseel, 2012). To run the simulation under this package, first a lavaan 

model is needed to be defined. Definition of a lavaan model is not in the scope of this paper. 

Therefore, please see the lavaan documentation for the modeling strategies. Once the model is 

https://cran.r-project.org/package=MonteCarloSEM
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tested with the simulated data sets, the fit indices and the parameters estimated with their 

standard errors are printed to a Comma Separated Values (CSV) file. 

The model given in Figure 1 was used to explain the MonteCarloSEM functions. As seen in 

Figure 1, there were two factors in the model (F1 and F2). The correlation between these factors 

was set to .5. Factors were defined with 3 and 4 items, respectively. The factor loadings of these 

items were indicated in the figure. 

2.3. fcors.value Function 

This function creates a symmetric matrix which specifies the correlation between the factors. If 

you are familiar with matrix formatting in R there is no need to use the function. Factor 

correlation matrix can be created by base matrix function. fcors.value function has two 

arguments: nf and cors. 

Figure 1. The model which the data simulated based on. 

 

 

• nf: It represents the number of factor/s in the data generation (true) model.  

• cors: It represents the values of the correlation between the factors. Values of the 

correlation should be between -1 and +1. In case there is only one factor in the model, 

fallowing line should be entered "cors.value(nf = 1, cors = c(1,1,1))" to define 

factor correlation matrix. 

For the model shown in Figure 1, the function should be: 

fcors.value(nf = 2, cors = c(1, .5, .5, 1)) 

2.4. loading.value Function 

The function specifies the factor loadings as a matrix. For each factor, the factor loadings values 

should be given by a column. That is, the columns represent the factors and rows represent the 

items. If there are k factors and m different items in the model the function creates a matrix 

of 𝑘 × 𝑚. This function also has two arguments: nf and fl.loads. 

• nf: It represents the number of factor/s in the data generation (true) model. This value 

should be identical to nf argument at fcors.value function.  

• fl.loads: This is a vector where all values of the loadings are given. The values 

entered should be larger than 0 and smaller then 1.  
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The values are assigned by columns. Therefore, firstly the values of loading for factor 1, starting 

from the first item to last, have to be given. For the model shown in Figure 1 the function should 

be: 

loading.value(nf = 2, fl.loads = c(.4, .5, .6, 0, 0, 0 ,0, 

                    0, 0, 0, .4, .5, .6, .7)) 

2.5. sim.normal Function 

This function generates normally distributed data sets by a given (i.e., true) CFA model. In each 

data file, the first column shows sample numbers. Starting from the second all other columns 

show actual simulated data for each item. For the model shown in Figure 1, for example, the 

column names colud be ID, F1X1, F1X2, F1X3, F2X4, F2X5, F2X6, F2X7. Besides the data 

set files, the function produces two more files. The first of them is "Model_Info.dat". This file 

shows the factor correlation and the factor loading matrices which were used for the data 

generation process. The second file is "Data_List.dat". The file includes names of the data files 

which were generated. sim.normal function has five arguments: nd, ss, fcors, loadings, f.loc.  

• nd: It is an integer. It shows the number of data sets which will be generated. The default 

values for the arguments is 10. 

• ss: It is an integer larger than 10. It indicates sample size for the data generation process. 

The default values for the arguments is 100. 

• fcors: A symmetric factor correlation matrix. In order to define this argument 

fcors.value function would be used.  

• loadings: It is the factor loading matrix. Columns represent factors and non-zero rows 

represent number of items under each factor. In order to define this argument 

loading.value function would be used. 

• f.loc: It indicates where the simulated data sets will be saved. In order to run the 

function successfully, a file path has to be defined.  

Let’s now assume that we would like to generated 100 data sets by the model given in Figure 

1. The sample size is 500 and the data sets will be saved Documents folder under C driver. 

Following codes do this simulation.  

FCorr <- fcors.value(nf = 2, cors = c(1, .5, .5, 1)) 

FLoad <- loading.value(nf = 2, fl.loads = c(.4, .5, .6, 0, 0, 0 ,0, 

                                             0, 0, 0, .4, .5, .6, .7)) 

FileLoc <- "C:/Users/user/Documents" 

sim.normal(nd = 100, ss = 500, fcors = FCorr, loading = FLoad, f.loc = FileLoc) 

2.6. sim.skewed Function 

The function is similar to sim.normal function except that sim.skewed generates non-normally 

(skewed) distributed data sets by a given CFA model. The function generates data files, model 

information and data list files as sim.normal. However, the model information file has two more 

information under this function. One of them indicates if the items were non-normal or not. The 

second one shows Fleishman's B, C and D values which were used for data generation 

procedure. sim.skewed function has seven arguments: nd, ss, fcors, loadings, nonnormal, 

Fleishman and f.loc. The details about new arguments are given here. The others are the same 

as in sim.normal function.  

• nonnormal: It is a vector of 0 or 1s. Each value in the vector represents an item in the 

model. If there are seven items in the model, for example, the length of the vector has to 

be seven. 0 indicates if the item is distributed normally while 1 indicates non-normal 

distribution for the corresponding item. 
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• Fleishman: It shows B, C and D values from Fleishman’s power method. Since 

 𝐴 = −𝐶, the value of A is not needed here. 

Again, let’s assume that we would like to generated 100 data sets by the model given in Figure 

1. Also, assume that only the item X6 and item X7 were non-normally distributed with 

skewness and kurtosis of 1. The sample size is 500 and the data sets will be saved Documents 

folder under C driver. Following codes do this simulation. 

2.7. fit.simulation Function 

sim.normal and sim.skewed functions generate data sets and save them into the specified folder. 

However, fit.simulation function uses these data sets and runs a CFA model, which does not 

have to be the same with the true model. Therefore, in order to run the function, the data sets 

have to be generated previously. 

FCorr <- fcors.value(nf = 2, cors = c(1, .5, .5, 1)) 

FLoad <- loading.value(nf = 2, fl.loads = c(.4, .5, .6, 0, 0, 0 ,0, 

                                             0, 0, 0, .4, .5, .6, .7)) 

IfNon <- c(0, 0, 0, 0, 0, 1, 1) 

FleisV <- c(1.0174852, .190995, -.018577)  

FileLoc <- "C:/Users/user/Documents" 

sim.skewed(nd = 100, ss = 500, fcors = FCorr, loading = FLoad, nonnormal = IfNon,     

Fleishman = FleisV, f.loc = FileLoc) 

 

The “lavaan” package (Rosseel, 2012) is used to fit the model to the data sets. Please see the 

lavaan documentation for more detailed information about how to build a CFA model.  Once 

the model run is done, fit indices and parameters estimated with their standard errors are printed 

to a Comma Separated Values (CSV) file named as "All_Results.csv".  Each line in the output 

file represents results of a simulated data set. The columns such as “chisq”, “df”, “cfi” or 

“rmsea” are self-explanatory but the second column named as “Notes”. This column shows the 

model-data convergence. If the model is converged without any problem the value will be 

"CONVERGE". If it is not converged the value will be "NONCONVERGE" and all the other 

values in the row will be "NA". Lastly, if there were some kind of warning such as negative 

variance during the model run the value will be "WARNING" and based on the types of 

warnings, some of the values in the row might be "NA".  

To run the simulation, the generated data sets and the list of the data sets’ names (Data_List.dat) 

have to be located at the same folder. fit.simulation function has five arguments: model, 

PEmethod, datalist and f.loc. 

• model: It indicates the lavaan model. The model will be used to test the generated data 

sets. Therefore, it does not have to be the same with data generation (true) model.  

• PEmethod: It indicates the parameter estimation method. The default estimation method 

is Maximum Likelihood (ML). Other estimation methods such as Robust Maximum 

Likelihood (MLR) or Weighted Least Squares (WLS) are available under lavaan package. 

Please see the lavaan documentation for more information.  

• dataList: It shows the name of the file which has list of the data sets’ names. If 

sim.normal and sim.skewed functions were used for the data generation, as it was pointed 

earlier the name of the file is “Data_List.dat”. However, data sets generated with other 

statistical programs or r-packages can also be used with this function. In that case, name 

of the file might be different. Therefore, it should be specified here.   
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• f.loc: It indicates where the simulated data sets are located. The dataList file and the 

simulated data sets have to be in this location. 

Let’s run a simulation based on previously generated data sets from sim.skewed function. For 

this, first a model needed to be defined by lavaan. The model given below (LavaanM) defines 

the model given in Figure 1.  

LavaanM <- ' 

# CFA Model 

f1 =~ NA*x1 + x2 + x3 

f2 =~ NA*x4 + x5 + x6 + x7 

# Factor Correlations 

f1 ~~ f2 

# Factor variance 

f1 ~~ 1*f1 

f2 ~~ 1*f2 

' 

DList <- "Data_List.dat" 

FileLoc <- "C:/Users/user/Documents" 

fit.simulation(model = LavaanM, PEmethod = "MLR", dataList = DList, f.loc = 

FileLoc) 

 

Once the simulation process is completed the result of the simulation is saved as a CSV file to 

the location. A part of the CSV file was displayed in Figure 2. As it is seen form the figure, the 

first column showed replication number. For example, the results which were obtained from 

the first data set was given at the replication number 1. Based on the results, the first data set 

was converged. The chi-square value for the model was 6.351 with 13 degrees of freedom. The 

CSV file also shows fit indices such as the comparative fit indices (CFI) and the standardized 

root mean square residual (SRMR). Their values for the first data set were 1 and .018, 

respectively. The column W in the file shows the values of the factor loadings from item X1 to 

factor F1. The value for the first data was .403. Fallowing two columns (X and Y) shows 

standard errors of the estimates and the p-values. The standard error of the factor loading for 

the first data set was .061, for example. On the other hand, column Z (std.est) shows values of 

the standardized parameter estimates (.411). 

Figure 2. Sample view of “All_Results.csv” file. 
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3. EXAMPLE SIMULATION STUDY 

An example simulation is given here to demonstrated functions in the package. Let’s assume 

that a researcher wanted to see the effects of nonnormality on the parameter estimation under a 

CFA model. For this purpose, a CFA model was defined which has three factor and each factor 

was loaded by three items. Factor loadings for the model were all equal to .7. Besides, the 

correlation among the factors were set to .5.  

In order to create a manageable example only three conditions were simulated with sample size 

of 500 for 1000 times: All items were a) normally distributed (skewness = 0, kurtosis = 0), b) 

skewed (skewness = 1, kurtosis = 1) and c) skewed (skewness = 1.5, kurtosis = 2.5). The true 

model then used to get the parameter estimates under each conditions. Following codes simulate 

normal data sets at the step 1 and analyze the simulated data sets at the step 2. 
 
# First, the package has to be installed. 

install.packages("MonteCarloSEM") 

library("MonteCarloSEM") 

 

## Step 1: Simulate normally distributed data sets 

# Define correlation among the factors 

 

Ex.FCorr <- fcors.value(nf = 3, cors = c(1, .5, .5, 

                                        .5, 1, .5, 

                                        .5, .5, 1)) 

# Define factor loadings 

Ex.FLoad <- loading.value(nf = 3, fl.loads = c(.7, .7, .7, 0, 0, 0, 0, 0, 0, 

                                                0, 0, 0, .7, .7, .7, 0, 0, 0, 

                                                0, 0, 0, 0, 0, 0, .7, .7, .7)) 

# Define where the simulated data sets will be saved 

Ex.FileLoc <- "C:/Users/user/Documents" 

sim.normal(nd = 1000, ss = 500, fcors = Ex.FCorr, loading = Ex.FLoad,  f.loc = 

Ex.FileLoc) 

 

# Step 2: Analyze simulated data sets with the true model. 

 

# Define CFA model under lavaan package 

Ex.CorrectM <- ' 

# CFA Model 

f1 =~ NA*x1 + x2 + x3 

f2 =~ NA*x4 + x5 + x6 

f3 =~ NA*x7 + x8 + x9 

# Factor Correlations 

f1 ~~ f2 

f1 ~~ f3 

f2 ~~ f3 

# Factor variance 

f1 ~~ 1*f1 

f2 ~~ 1*f2 

f3    ~~ 1*f3 

' 
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# Define the folder which contains names of the simulated data sets 

Ex.DList <- "Data_List.dat" 

 

# Define where the data sets are located 

Ex.FileLoc <- "C:/Users/user/Documents" 

 

fit.simulation(model = Ex.CorrectM, PEmethod = "ML", dataList = Ex.DList, f.loc = 

Ex.FileLoc) 

 

Similarly, following codes simulates skewed data (skewness =1 and kurtosis = 1) at step 1 and 

runs simulated data set at step 2. Since the same model was used for the simulations, step 2 is 

the same as normal data study above. Therefore, the same codes were used for the skewed data 

at step 2 and codes were not given again. Also, to run the second skewed data study the 

Ex.FleisV values should be replaced by .9920986, .3452694 and -.0418153 respectively. Later, 

the step 1 and the step 2 should be run again for the second skewed data simulation. 
 
## Step 1: Simulate first skewed (non-normal) data sets. 

 

# Define correlation among the factors 

Ex.FCorr <- fcors.value(nf = 3, cors = c(1, .5, .5, 

                                        .5, 1, .5, 

                                        .5, .5, 1)) 

 

# Define factor loadings 

Ex.FLoad <- loading.value(nf = 3, fl.loads = c(.7, .7, .7, 0, 0, 0, 0, 0, 0, 

                                                0, 0, 0, .7, .7, .7, 0, 0, 0, 

                                                0, 0, 0, 0, 0, 0, .7, .7, .7)) 

 

# Define which items are non-normal.  

Ex.IfNon <- c(1, 1, 1, 1, 1, 1, 1, 1, 1) 

 

# Define Fleishman's values: B, C and D 

Ex.FleisV <- c(1.0174852, .190995, -.018577) # Values for Sk = 1, K = 1 

 

# Note: Replace these values with following values for Sk = 1.5, K = 

2.5: .9920986, .3452694 and -.0418153 

 

# Define where the simulated data sets will be saved 

Ex.FileLoc <- "C:/Users/user/Documents" 

 

sim.skewed(nd = 1000, ss = 500, fcors = Ex.FCorr, loading = Ex.FLoad, nonnormal = 

Ex.IfNon, Fleishman = Ex.FleisV, f.loc = Ex.FileLoc) 

 

# Step 2: Run simulated data sets with the correct model. 

## This was the same as above. Therefore, use the same codes at step 2 given 

under normal data study. 

4. RESULTS OF THE EXAMPLE 

First, sample histograms for item scores generated under each simulation condition were 

pictured in Figure 3. The left panel shows an item scores under normal data generation while 

the right panel shows an item scores under skewness = 1.5 conditions. The actual skewness 

values of the specific items were .07, .99 and 1.46 respectively.  
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Table 1 summarizes the results of the simulation studies. The first row shows the average Chi-

squares values. The second row shows that as the skewness increased the number of chi-square 

test which had p-values smaller than .05 were also increased. When the data were normal only 

4.5% of the models showed no-model-data fit based on the chi-square tests. However, when the 

skewness increased to 1.5, the ratio increased to 17.4%. Since the factor loading had similar 

values only four of them were reported in table 1. Based on the results, as it was expected, the 

values of the parameter estimates were equal to the true values under the normally distributed 

data. However, as skewness increased the values of the parameter estimates got worse. Similar 

conclusions can also be made for the values of the correlations among factors. Therefore, as it 

was expected, as skewness increased the parameter estimated got worsen. 

5. CONCLUSION 

MonteCarloSEM package was introduced in this study. The package is useful for simulation 

data sets for a given model and analyzing the simulated data sets. There are five function in the 

package. This study described the functions and gave examples for the usage of the functions. 

Also, R codes for an example simulation study were provide in the study. 

Figure 3. The model which the data simulated based on. 

   

Normal  Skewness = 1 Skewness = 1.5 
 

With the help of this package, researchers do not have to pay for expansive software to 

simulated data sets. Besides, the researchers can do simulation studies with little knowledge 

about R programing, considering simulating data for a given model is relatively complex and 

requires some knowledge about the formulas. 

Table 1. The Results of Example Simulation. 

 Normal  Skewness = 1 Skewness = 1.5 

Chi-Square 23.84 26.85 29.01 

Number of p <.05 45 113 174 

F
ac

to
r 

L
o

ad
in

g
s Item 1 .70 .68 .65 

Item 2 .70 .68 .65 

Item 8 .70 .68 .65 

Item 9 .70 .68 .65 

F
ac

to
r 

C
o
rr

el
at

io

n
s 

Factor 1 and 2 .50 .49 .47 

Factor 1 and 3 .50 .49 .46 

Factor 2 and 3 .50 .49 .46 
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The first version of the package is available now at CRAN (https://github.com/cran/MonteCar

loSEM). The package has some limitations for now. However, some new functions are under 

construction now. For example, it is planned to add a function which creates missing data based 

on missing completely random (MCAR), missing at random (MAR) and missing not at random 

(MNAR) to the package for the later versions. Besides this, functions which creates item parcels 

and categorical (i.e., Likert) data sets were also under construction. 
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