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It is seen that researchers tend to use alternative machine learning methods in order to determine 

the complex relationship between engine performance data, alternative fuel blend ratios and 

exhaust emissions. As a result of the researches, it is observed that gradient boosting algorithm, 

support vector machine and artificial neural network machine learning methods are frequently 

used methods. Among these three methods, it is concluded that the the artificial neural network 

method is superior. In this study, the gradient boosting algorithm, support vector machine and 

artificial neural network methods are viewed. The reasons for using the artificial neural network 

method more than others are explained. 
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1. Introduction 

It is preferred due to the use of diesel fuel in vehicles, high 

performance and fuel efficiency. However, many 

emissions are released into the atmosphere as a result of 

combustion. These exhaust emissions (EE) also bring 

environmental problems. Biodiesel is an alternative 

energy source for diesel engines. They can also be mixed 

with diesel fuels in certain proportions and filled directly 

into the engine without a major change in the engine [1-

2]. 

Biodiesel is currently more expensive than diesel. A 

biodiesel fuel mixture ratio that can achieve less 

emissions while maintaining low fuel cost is desired. 

There is no shortcut in determining the optimum ratio of 

biodiesel in the mixture because it is difficult to correlate 

dependent parameters such as exhaust emission and fuel 

cost [3]. Numerous experiments are carried out on a 

dynamometer to determine the optimum biodiesel rate. 

The disadvantage of experimenting on the dynamometer 

is that it takes time and cost. At the same time, many 

sensors are needed to control the relationship between 

engine performance and exhaust emissions. The solution 

may be to create a mathematical model on biodiesel 

engines to eliminate all the disadvantageous problems. At 

the same time, the optimum biodiesel ratio can be 

determined by optimization methods that use the 

mathematical engine model. It is also known that it is very 

difficult to obtain a mathematical model of the engine due 

to complex relationships between dependent and 

independent parameters [3]. Data-based machine learning 

methods are used to reveal the complex relationships 

between all these parameters [4-14]. It has been observed 

that machine learning methods such as artificial neural 

network, gradient enhancement algorithm and support 

vector machine are frequently used by researchers to 

overcome all these problems. In this study, it has been a 

determining factor in researching the machine learning 

methods discussed. 

An extreme gradient boost (GB) algorithm (GBA) was 

developed for diesel engine misfire diagnostics [15]. A 

support vector machine (SVM) method is proposed for 

online optimization problem on a marine diesel engine 

https://dergipark.org.tr/en/pub/resepem
mailto:mbilban@erbakan.edu.tr


M. Bilban and – M. S. Gökmen: Support Vector Machine, Gradient Boosting and Artificial Neural Network Techniques in Internal Combustion Engine 

Tests: A Review 
Renewable Energy Sources Energy Policy and Energy Management 2(1) [2021], pp. 1-9                                            

 

2 
 

[16]. Support vector machine method was used to 

estimate the exhaust emission and engine performance 

data of the diesel engine that can work with Nano Diesel 

blended fuels [17]. An artificial neural network (ANN) 

model was developed for the optimization of diesel 

engine operating parameters fed with a palm oil-diesel 

mixture [18]. ANN model was created on a diesel engine 

where plastic pyrolysis oil was blended with diesel and 

ethanol, and its usability in real-time studies was shown 

[19]. Canakci et al. [20] investigated the use of ANN for 

exhaust emission and biodiesel engine performance 

prediction process. Yusaf et all. [21] used ANN to 

estimate engine performance data with fuel generated 

from a mixture of palm oil and diesel. Also in the 

literature, various ANN methods have been developed to 

estimate different fuel mixtures and emission 

characteristics [22-24]. In this study, a research study was 

carried out on the engine performance of GBA, SVM and 

ANN machine learning methods, optimization of fuels 

consisting of diesel and biodiesel fuel mixtures, and also 

the usability of exhaust emission values in estimation 

processes.  

2. Data Estimation Process with Machine Learning 

Methods  

Machine learning techniques make inferences from data 

in order to make automatic decisions, obtain information 

and data reduction. These techniques also include 

algorithms. Machine learning methods require a 

comprehensive data set to predict relationships between 

data. Machine learning techniques are divided into three 

subgroups as unsupervised machine learning (training 

with unclassified or unlabeled data), supervised machine 

learning (training with classified or labeled data) and 

reinforced machine learning (includes reward or 

experience-based methods) as shown figure 1 [25] .

 

 

Figure 1. Classification of machine learning approaches 

In a system using supervised learning, machine learning 

algorithms, inputs and corresponding outputs are given 

and system tries to establish a relationship between input-

output data. The purpose of the established relationship is 

to predict the outputs of unused data. Supervised learning 

methods can be used to classify data and perform 

regression processes, depending on whether the data is 

quantitative or qualitative. Machine learning methods that 

apply qualitative data are used for classification 

processes. Machine learning methods for quantitative 

data perform regression operations [26].  

In unsupervised learning, system tries to discover 

whether there is a possible relationship in this data, when 

a data set is given to the system without input-output 

information. The main purpose of unsupervised learning 

is to perform data analysis by dividing data into sections 

and clustering operations. 

In reinforcement learning, system interacts with an 

environment and performs learning according to the 

outcome of the actions, i.e. it refers to the learning process 

based on experience In supervised learning, performing 

the target output estimation process, it becomes more 

difficult to evaluate the accuracy of the structure 

(segmentation and cluster) created for a specific situation 

in unsupervised learning [27]. 

Machine learning methods consist of data collection, 

feature engineering, model building, validation and 

estimation of final target outputs [28]. It is the 

presentation of the data obtained after data collection, 

experimental studies and calculation processes in the 

desired format after data optimization processes. Feature 

engineering is the process of selecting suitable features 

for the predicted target output. Feature engineering is 

very important for machine learning methods because it 

is very effective in determining the performance of 

algorithms. Model creation includes the selection of 

algorithms that best fit the training data set and test data 

sets. Verification is the process of testing the trained 

machine learning method on a certain amount of 

separated data and observing the results. In general, 

machine learning methods consist of training of data and 

testing process steps. At the same time, it refers to the 

process steps in which some criteria are determined for 

the model to be verified and the results are observed. 

Machine learning basic working principle structure is 

shown in Figure 2.
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Figure 2. Basic working principle structure of machine learning 

One of the important points to consider when creating a 

machine learning model is the complexity of the model. 

Learning step of a complex model can cause an 

overfitting problem. Overfitting means that the resulting 

model fits the training data very well, but has poor 

generalization ability over test and other data groups. 

Another point to consider is the process of training the 

model from noisy and incorrect data. Therefore, it is not 

desirable to create a model that fits the points 

corresponding to each data in the data set. The most 

important criterion when creating the model is to obtain a 

model capable of generalization. The complexity of the 

model is determined according to the relationship 

between the size of the training data and model 

parameters. For this reason, while creating machine 

learning models, simple models are created for small 

training data sets while larger data sets are needed to 

prevent overfitting problem in complex and higher 

dimensional data sets [27]. Hyper-parameter selection is 

one of the important issues when creating a machine 

learning model. Hyper-parameter selection varies 

depending to the machine learning algorithm. At the same 

time, parameter selection is made depending on the 

complexity of the data and the experience of the 

researcher. Therefore, the data specialist should consider 

a linear model or a polynomial model and other data 

inherent features of the data before selecting the 

appropriate machine learning model for the data set. It 

does not seem possible to talk about a single method for 

hyper-parameter optimization, but it has been seen that 

the hyper-parameter automatic selection process is 

among the current research topics in machine learning 

[29-31]. 

3. Machine Learning Methods 

3.1 Gradient Boosting Algorithm 

Gradient boosting algorithm is known as one of the 

decision tree communities [32]. GBA is used for 

classification and regression problems. A repetitive 

training process is applied on decision trees in order to 

minimize the lost function value. The existing training 

data set is used to predict the label of each data. To put 

more emphasis on training data with poor results, the 

dataset is relabeled and errors are eliminated in the 

prediction process. GBA is used on datasets where high 

predictive results are needed [33]. The GBA is shown in 

table 1.

 

Table 1. Gradient Boosting Algorithm 

Gradient Boosting Algorithm 

Input: {(𝑥𝑖 , 𝑦𝑖)}𝑖=1
𝑛  is training data set, 𝐿(𝑦, 𝐹(𝑥)) is loss function and number of iterations is defined as 𝑀. 

 

1. With a fixed value, the initial model is started: 

𝑭𝟎(𝒙) =
𝒂𝒓𝒈 𝒎𝒊𝒏

𝜸
∑ 𝑳(𝒚𝒊, 𝜸𝒊)

𝑵

𝒊=𝟏

 

2. For m=1 to M: 

𝒓𝒊𝒎 = − [
𝝏𝑳(𝒚𝒊,𝑭(𝒙𝒊))

𝝏𝑭(𝒙𝒊)
]

𝑭(𝒙)=𝑭𝒎−𝟏(𝒙)
𝒇𝒐𝒓 𝒊 = 𝟏, 𝟐, 𝟑 … . .,n 

 

ℎ𝑚(𝑥) is model prediction data and {(𝑥𝑖 , 𝑟𝑖𝑚)}𝑖=1
𝑛  is the data set for the training process: 

 

𝜸 =
𝒂𝒓𝒈 𝒎𝒊𝒏

𝜸
∑ 𝑳(𝒚𝒊, 𝑭𝒎−𝟏(𝒙𝒊) + 𝜸𝒉𝒎(𝒙𝒊))

𝑵

𝒊=𝟏

 

 

𝑭𝒎(𝒙) = 𝑭𝒎−𝟏(𝒙) + 𝜸𝒎𝒉𝒎(𝒙) 

3. Output 𝑭𝒎(𝒙) 
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Since GBA shows high performance in nonlinear 

problems, its use in multi-parameter prediction problems 

is increasing day by day [34-36]. 

3.2 Support Vector Machine 

SVR was first introduced by Vapnik for quadratic 

optimization problems [37]. The support vector machine 

algorithm sets nonlinear boundaries between classes by 

transforming the data into a high dimensional area. It is 

the task of the kernel function to be able to separate the 

input data linearly. SVM creates a hyperplane that 

provides maximum separation between output classes. 

The training observations closest to the Hyperplane are 

called support vectors [38]. The kernel function is defined 

as consisting of  𝐾(𝑥𝑖 , 𝑥𝑗)pairs. It is represented by the 

Lagrangian factor 𝑎 for each training observation. If the 

value of 𝑎 in the training data set is not zero, these values 

represent support vectors. The 𝑤 value represents the 

weight vectors and the 𝑏 value represents the bias value. 

Consequently, the SVM classifier is defined as in 

equation 1 [38]. 

 

sgn(∑ 𝑎𝑖𝑦𝑖𝐾(𝑥𝑖 , 𝑥𝑗) + 𝑏

𝑁

𝑖

) Eq.1 

 

The reasons for using the SVM method are; good 

generalization ability [39], transparency [40], high 

computational speed [41] and quadratic programming 

[42]. 

3.3 Artificial Neural Network 

ANN, one of the application areas of artificial 

intelligence, is an effective tool used to model complex 

systems. ANNs provide multiple advantages such as 

faster statistical training with the ability to detect 

nonlinear relationships between independent and 

dependent variables. The ANN structure consists of an 

input layer, exit layer and one or more hidden layers. 

ANN is the representation of the human nervous system 

consisting of neurons that communicate with each other 

through connections called axons. Neurons consist of one 

or more connections. Each link is assigned a weight 

value. The output connection is responsible for carrying 

the incoming signals to other neurons. Signals are 

collected according to the activation threshold level of 

each neuron. The output signal is determined by passing 

all the collected signals through an activation function. As 

shown equation 2, 𝑋 is an input vector and y is the 

perceptron producing a single output [38]. 

𝑦 = Φ(∑ 𝑤𝑖𝑥𝑖 + b

𝑛

𝑖=1

)  

 

Eq.2 

𝑤 input weights vector, b bias value and Φ represents 

the non-linear activation function. The activation 

function is used to solve nonlinear problems with ANN. 

The activation function ensures that the output signal is 

not a linear function [6]. The three most commonly used 

activation functions in the literature are seen as 

hyperbolic tangent, ReLU, and sigmoid. 𝑙 number of 

entries, 𝑚 number of hidden units and let 𝑛 represent the 

number of output units. For each hidden layer, the 

formulation is defined as in equation 3 [38].  

ℎ𝑗 = 𝑓(∑ 𝑤𝑖𝑗
(1)

𝑥𝑖 +

𝑖→𝑗

𝑤0𝑗
(1)

) 

 

Eq.3 

 

The activation function used in hidden layers is expressed 

as 𝑓, it is defined as 𝑖 = {1, 2, 3, 4 … … . 𝑙} 𝑎𝑛𝑑 𝑗 =
{1, 2, 3, 4, … … . 𝑚}. Output unit value is defined as in 

equation 4 [38]. 

𝑦𝑘 = 𝑔(∑ 𝑤𝑗𝑘
(2)

ℎ𝑖 +

𝑗→𝑘

𝑤0𝑘
(2)

) 

 

Eq.4 

 

𝑔 represents another activation function and 𝑘 =
{1, 2, 3, 4 … … . 𝑛}. Output value varies according to 

different activation functions and weights. When the 

values obtained in the output layer are compared with the 

actual values, deviations/errors may occur. In order to 

reduce the error in the output layer, the weights, bias 

value and parameters must be adjusted. Error value is as 

given in equation 5 [38]. 

∆𝑤 = 𝑒𝑘 ∗ 𝑥𝑗𝑘 ∗ 𝛼 

 

Eq.5 

 

𝑒𝑘 represents the error of the output unit, the 𝑥𝑗𝑘 and 𝑘 

values are the input values that cause the error, and the α 

value is defined as the learning rate that determines how 

much the weights need to be changed to correct the error. 

After the error is calculated, the change of weights in the 

hidden layer is calculated as in equation 6 [38]. 

𝑒𝑗 = 𝑤𝑗 ∗ 𝑒𝑘 ∗ 𝑑(𝑦𝑘) 

 

Eq.6 

 

𝑑 stands for derivation. In an ANN network structure, 

forward and reverse calculations continue until the error 

is reduced under a limit value [38]. The learning process 

of the network is carried out by repeatedly adjusting the 

weights. The generalization capability of the ANN model 

on the network is related to the selection of parameters 

and a correct architecture. Since there is no specific 

method for optimum network architecture, it varies 

according to the data set and the experience of the data 

scientist. While small networks may not perform learning 

process in the created architecture, complex and large 

networks may cause over-fitting problems with poor 

generalization ability. In the process of creating and 

testing an obtained ANN model, the existing dataset is 

randomly separated at certain rates. 

3.4 Literature Review 

Many publications in the literature related to the three 

mentioned methods on internal combustion engines are 

evaluated and given in Table 2. It is observed that 

machine learning methods such as ANN, SVM and GB 

are used to estimate the performance parameters of 
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internal combustion engines, additive fuel mixtures and 

exhaust emission values. It has been observed that the 

ANN method is one of the most frequently used machine 

learning methods in problems that are difficult to model 

mathematically and in nonlinear regression calculations. 

It has been observed that the SVM method is used due to 

its advantage in solving regression problems with small 

data sets in recent studies. The GB method is preferred to 

combine nonparametric and decision tree-based 

regression processes to improve forecast performance.

Table 2. ANN, SVM and GB methods and model development parameters 

Year Research 

Field 

Model and Data Workflow Description Ref. 

2020 ICE&EE Model: ANN 

Input parameters: Engine load and the percentage of 

biodiesel in the blends input parameters. 

Output parameter: performance indices BSFC, BTE 

and exhaust emissions like NOx, CO, and HC  

Activation Function: tansig and linear function 

Validation: R2 and MSE 

An ANN model has been developed to 

predict engine performance and EE 

values in an ICE using palm oil 

biodiesel. 

[43] 

2020 ICE&EE Model: ANN 

Input parameters: It consists of Engine speed, Fuel 

Type, Fuel Consumption data. 

Output parameter: Engine Torque, Engine Power, 

Nox Emission values. 

Activation Function: tansig and linear function 

Validation: R2 and MAE 

It has been shown that in an ICE using 

a soybean biodiesel fuel mixture, the 

engine torque, engine power and NOx 

emission data can be estimated with 

ANN without the need for long-term 

experiments. 

[44] 

2019 ICE Model: ANN 

Input parameters: Input parameters consist of internal 

engine data consisting of 109 parameters in total. 

Output parameter: indicated mean effective pressure 

Activation Function: hyperbolic tangent 

Validation: R2 and MAE 

The ability of an engine to predict 

indicated mean effective pressure 

(IMEP) using neural networks has been 

investigated. 

[45] 

2018 ICE & EE Model: ANN 

Input parameters: It consists of 4 parameters in total 

(Engine speed, Throttle angle, exhaust temp., air 

flowrate) 

Output parameter: heat energy. 

Activation Function: hyperbolic tangent 

It has been suggested to use ANN in 

order to increase the efficiency 

performance significantly by ensuring 

the recovery of heat energy from the 

engine. 

[46] 

2017 ICE Model: ANN 

Input parameters: Engine map data consisting of 5 

parameters: engine speed, torque, intake manifold 

pressure, turbine inlet pressure and intake manifold 

temperature were used. 

Output parameter: Volumetric efficiency 

Activation Function: Logistic function 

Validation: R2 and MAPE 

The application of the ANN method to 

estimate the volumetric efficiency in a 

diesel engine has been studied. 

[47] 

2020 ICE Model: SVM Regression 

Independent variables: Three operating and 

calibration parameters were selected as independent 

variables, including manifold absolute pressure, fuel 

equivalent ratio and ignition advance angle. 

Dependent variables: torque, brake specific fuel 

consumption and specific NOx emission. 

Kernel Function: radial basis, kernel function denoted 

by q and q=0.01 

Validation: R2 and MAPE 

The effect of HCNG mixtures with 

various hydrogen mixing ratios on 

combustion and emission properties on 

a 6-cylinder ICE was investigated in 

depth using the SVM method. 

[48] 

2020 ICE Model: SVM  

Input parameters: ignition timing, injection timing, 

hydrogen volume ratio and speed variables are input 

parameters. 

Output parameter: Fuel conversion efficiency is 

expressed as power, torque and specific fuel 

consumption and CO. 

Kernel Function: radial basis function (RBF) 

Validation: R2, MAPE, RMSE 

SVM method was used to estimate 

engine performance data such as fuel 

conversion efficiency, power, torque 

and specific fuel consumption and CO. 

[41] 
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2019 ICE & HCNG Model: SVM Regression 

Independent variables: hydrogen blend ratio, the fuel–

air equivalence ratio and the RMS voltage of the electric 

field applied 

Dependent variables: mean flame propagation speed 

and the peak combustion pressure 

Kernel Function: radial basis function (RBF) 

Validation: R2 and MAPE 

SVM method was investigated for the 

prediction of flame propagation and 

combustion properties under Hydrogen 

enriched compressed natural gas 

(HCNG) electric fields. 

[49] 

2018 ICE & EE Model: SVM Regression 

Independent variables: Engine speed, manifold 

absolute pressure, fuel equivalent ratio, ignition 

advance angle 

Dependent variables: NOx emission 

Kernel Function: radial basis function (RBF) 

Validation: R2 and MAPE 

A study was conducted on the factors 

affecting the prediction accuracy of the 

SVM model for the NOx emission of a 

hydrogen enriched compressed natural 

gas engine. 

[50] 

2020 EE Model: GB Regression 

Input variables: It consists of speed, acceleration, road 

grade, passenger load, speed and acceleration data 

within 10 seconds. 

Output variables: CO2 emission 

Function: loss (a negative binomial log-likelihood) 

Validation: MAPE, MAE, RMSE, and R2 

It has been concluded that the GB 

regression method is the most suitable 

method to estimate the results in order 

to estimate the CO2 emission rates in 

buses using different fuel types. 

[51] 

2019 EE Model: GB Regression 

Input variables: CO, CO2, HC, NOx 

Output variables: liquefied natural gas (LNG) 

emission 

Function: loss (a negative binomial log-likelihood) 

Validation: MAPE, MAE, RMSE 

The GB regression method was used to 

analyze and estimate the emission rates 

for the bus using LNG. 

[52] 

 

4. Conclusions 

As a result of the literature researches, it is seen that 

machine learning methods are used that can realize the 

relationships between the engine performance values and 

exhaust emission values of diesel and biodiesel-added 

fuel blends in real time. As can be seen from the studies, 

machine learning methods have been used as an 

alternative to traditional methods in order to cope with 

test processes and cost problems. It has been observed 

that machine learning methods such as GBA, SVM and 

ANN are frequently used. Many researchers tend to use 

black box (generated by algorithm with data) modeling 

techniques such as ANN and SVM more in scientific 

studies. These methods find relationships between 

variables on experimental data with acceptable precision 

and without the need for statistical assumptions. In a 

study, it was stated that SVM method is a more 

generalized and acceptable model than ANN method for 

marine diesel engine performance data [53]. It has been 

observed that the ANN is used more than other machine 

learning methods. Because it has ability to better model 

the complex relationships in ICE data. In order to explain 

the relationship between many engine, fuel and exhaust 

emission parameters to be discussed in the future, it has 

been observed that the interest in machine learning 

methods discussed in this study and other machine 

learning methods will increase. 
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