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ABSTRACT Machine learning techniques are powerful tools used in all aspects of science. 

However, these techniques are relatively new in sports. This study was carried out to measure 

the accuracy of decision trees in the classification of football teams. We applied five types of 

decision tree algorithms to classify elite football teams in Spain, Italy, and England to determine 

whether decision tree techniques are robust in classifying elite football teams. The findings show 

that the accuracy rate is above 77 percent for each of the decision trees. The key qualities that 

cause branching in decision trees may constitute a criterion for the targeting of football 

authorities. More research is required to determine which machine learning techniques are more 

efficient in classifying football teams. 
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1. INTRODUCTION 

The role of machine learning has received increased attention across several disciplines in the last 

three decades. Recently scholars have applied machine learning techniques in several sports from ice 

hockey [1,2] to basketball [3-6]. There is a considerable amount of literature in the field of baseball 

employing machine learning techniques [7-10]. Besides, machine learning methods have begun to 

examine the issue of football from various aspects [11-16]. 

Since the beginning of human existence, people have classified something. When people classify 

things, they arranged and defined them based on some parameters that they have in general. In the same 

way, the machines classify the data according to their characteristics. Also, it allows researchers to 

understand certain qualities and differences in the subject area of interest. Likewise, football clubs have 

certain characteristics. It is among the aims of football authorities to determine the characteristics of 

successful clubs and to set goals in this direction.  

Empirical studies with the appropriate tools to guide soccer teams are needed to identify the 

characteristics of successful clubs. In this way, clubs can set new targets according to the performance 

criteria that constitute key distinctions through decision trees. The main reason for this study is therefore 

established. The other contribution of this study that there are no previous works done in this context. 

Accordingly, there might be new applications to extends the current literature further. Taken together, 

this study assesses the performance of decision tree techniques to classify European football teams in 

Serie A, La Liga, and Premier League—which is the first extensive examination that provides new 

insights into literature. We divided football teams into three groups: a) the top tiers of the leagues which 

finished the season pretty well to qualify European Championship League and Euro League, b) the 
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teams which are below top-tiers and above-average denoted as top-half, c) Teams that finish the leagues 

in 11th place and below. The reasoning for this type of categorization is that we perceive several 

commonalities in football teams in preliminary review which is also supported by Table 1. This paper 

uses 10-year league data consist of 600 observations. The remaining part of the work proceeds as 

follows. Section 2 will give information both about methodologies and the sources of data. The third 

section presents the preliminary statistics regarding each class of teams and the performance of each 

decision tree algorithms. The final section provides a summary and recommendations for further 

research. 

2. METHOD AND DATA  

2.1. Decision Trees 

Classification procedure of data by machine learning divided mainly into the two-stage process. 

[17]. At the primary stage, the learning process constructs a model from the received knowledge. If the 

employer provides classification information in the learning stage, it is called supervised learning; 

contrarily, it is called unsupervised learning—in which classes are derived from a dataset without prior 

classification information [18]. A distinct advantage of using decision trees (DT) is that provides the 

availability to the employer to conduct both supervised and unsupervised learning. Therefore, they are 

commonly used for knowledge discovery [19].  

The process of discovering general rules starts with DT from tuples contain classes [20]. Figure 1 

displays an illustration of DT. It is clear from the top of Figure 1 that the root is a unique node— has 

no precursor. The remaining nodes in the DT possess precisely one precursor. There are two forms of 

nodes to identify: the first one is the leaves, in other sayings, the terminal nodes have no descendants; 

the second one is internal nodes that have more than one descendant. The test results must be equivalent 

to the total quantity of branches emanate from that node due to any test result associated with a single 

branch [20]. Lastly, the leaves contain results (i.e. classes, numbers). 

 

 

Figure 1. An Illustration of Decision Trees. Adapted from “Evolutionary Decision Trees in Large-Scale 

Data Mining,” by [20]. 
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Decision trees obtained through the R Software. We use the RWeka package to implement the C4.5 

algorithm and Logistic Model Trees (LMT), which respectively use gain ratio and logistic regressions 

as division rules [21]. [22] provides detailed background information regarding the C4.5 algorithm; 

whereas [23] demonstrates the essentials of LMT. Cart and rpart packages are used to obtain results for 

the CART algorithm [24]. This simple but effective method is based on binary division by using the 

Gini index while creating decision rules. The random forests (RF) are another classification algorithm 

used in this study. Unlike the previously mentioned algorithms, the inference of overall error is 

proportional to the strength of each tree. It works by bringing together the predictions produced by 

bootstrapping a large number of independent decision trees [25]. Our reference guide for RF application 

is the randomForest package that [26] has introduced into the literature. The last empirical approach is 

regression trees based on binary division, which is similar to the Classification and Regression Trees 

(CART) algorithm. The classification process is based on the squared error difference between real and 

estimated values for the assigned dependent variable [27]. In this context, the tree library created by 

[28] was used for the regression tree classification process—which is mainly based on the squared error 

differences between real and estimated values for the assigned dependent variable. 

2.2. Dataset 

The data set used in the study consists of observations from Serie A, Premier League, and La Liga 

covering the 2009-2010 and 2018-2019 seasons obtained from the whoscored.com. There are 200 

observations from each league. The separation of the data as a training dataset and test dataset was created 

randomly. The training data set represents 70 percent of the data. The test dataset constitutes 30 percent 

of the data. The classifications in the test data set are estimated by the rules learned from the training data. 

Our dependent variable is denoted as "class". Teams under consideration are labeled as "top-half" in 

case that they completed the league in the top 10 but not well enough to participate in European Cups. 

The team under consideration is labeled as "top-half", in case that they finished the league in the top 10 

but not well enough to participate in European Cups. The team that finished the league lower than 10th 

place is classified as "below-average". The number of independent variables is four. The first one is gperg 

which indicates the goal scored per game. The second variable is denoted as pass, reflects the successful 

pass percentage of the teams. The variable denoted as 'poss' shows the average ball possession percentage 

of football teams. Eventually, the gapg presents the number of goals conceded per game. 

3. EMPIRICAL RESULTS 

Table 1 below illustrates the mean value of subjected variables for each class of teams.  

What stands out in the table is that the qualified teams have scored 1.86 goals per game; while top-

half and below-average teams scored 1.33 and 1.07 goals respectively. The possession rate of football 

teams is provided in the second column, which shows qualified teams' highest mean with 54 percent. 

The football teams from other classes have possession of less than 50 percent. The qualified teams also 
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have the highest pass accuracy, which is above 80 percent, whereas the remaining teams have success 

below them. One notable difference between below-average football teams with the remaining classes 

is that they conceded a 1.57 goal per game.  

Table 1. Preliminary statistics for each class of teams 

Class gperg poss pass gapg 

qualified 1.87 0.54 0.82 1.01 

top-half 1.33 0.50 0.78 1.30 

bel_ave 1.07 0.47 0.75 1.57 

 

Turning now to the performance of each DT algorithms, Table 2 provides the accuracy rates which 

compares the predictions with the actual values. The calculated 95 percent confidence interval range 

and p-values respectively provided in the second and third row.  In the case of overall accuracy rates, 

the random forest (RF) has the highest success in general with 79 percent. The C4.5 and CART 

algorithms, which have the lowest success, have 77 percent. However, if we compare the accuracy rates 

for qualified football teams, LMT has the highest percentage of accuracy. Unfortunately, there are 

disturbing results in the diagnosis of the top-half teams. The accuracy rate of All DT algorithms is below 

70 percent. The most likely cause of the low accuracy rate in the top-half football teams is the need for 

additional data to separate them from the other classes. 

 

Table 2. Accuracy of Decision Tree Algorithms 

 C4.5 CART LMT Ran_Forest Reg_Trees 

Accuracy 0.77 0.77 0.78 0.79 0.78 

95% CI  (0.70,0.83) (0.70,0.83) (0.72-0.84) (0.72, 0.85) (0.72,0.84) 

P-Value 1.529e-13 1.529e-13 3.551e-15 9.495e-16 3.551e-15 

Acc. qualified 0.84 0.86 0.88 0.85 0.86 

Acc. top-half 0.59 0.62 0.65 0.68 0.63 

Acc. bel_ave 0.87 0.85 0.85 0.87 0.87 

 

4. CONCLUSION 

The classification performances of the C4.5, CART, LMT, RF, and Regression Trees algorithms 

were evaluated for European football teams. The data set randomly separated into two subgroups. 70 

percent of the data were employed to training algorithms while the remaining 30 percent used for 

testing. We used accuracy as criteria for the performance evaluation of the algorithms. The results of 

this study have shown that decision trees have a good performance in classifying football clubs. The 

performance of RF is the most successful based on the accuracy criterion, the rest of the DT algorithms 
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have also achieved more than 77 percent accuracy. The football officials can detect and progress 

towards the key branching factors aroused from DTs — which differentiate qualifying football teams 

from the rest.  Nonetheless, due to the page limitations, we are unable to include all the visuals of each 

decision tree. We can share datasets and codes for those who are further interested. 

Notwithstanding the strong accuracy rates of DT, several issues remain. It is recommended that 

further research be undertaken in the following ways. A further study with more focus on other machine 

learning techniques, such as locally weighted naïve Bayes or OneR, would be recommended. Besides, 

the researchers who want can obtain different results by modifying the algorithms used in this study or 

by changing the selection procedure of the training data. For instance, for the CART algorithm, we 

determined the smallest divisional value as 4. Researchers can change this value or use 80 percent of 

the current data set for training and 20 percent for testing. Moreover, it would be interesting if the DT 

techniques should also be evaluated whether there will be effective tools for football betting.  

Conclusively, it is essential to participate in tournaments organized by the Union of European 

Football Associations (UEFA) for all football teams in the European continent. Football clubs that 

participate in the European Cups prosper financially by earning millions of euros in income. Therefore, 

football attracts the attention of many disciplines from sociology to economics due to the high impact 

it generated. Empirical studies made due to the teams' desire to win increase their importance. Football 

clubs that do not close themselves to innovations and progress in the light of science will be successful. 

Concerning the consequences of the machine learning techniques for football fans is that there might 

be a convergence of quality between football clubs that will draw more audience. 
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