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Abstract— Aim: In the study, it is aimed to compare the estimates of 

Multilayer artificial neural network (MLPNN) and radial based 

function artificial neural network (RBFNN) methods, which are 

among the artificial neural network models in the presence and 

absence of Cryptosporidium spp., and to determine the factors 

associated with parasite. 

 

Materials and Methods: In the study, "Cryptosporidium spp. Dataset," 

the data set named was obtained from Ordu University. In order to 

classify the presence and absence of Cryptosporidium spp, MLPNN, 

and RBFNN methods, which are among the artificial neural network 

models, were used. The classification performance of the models was 

evaluated with accuracy from the classification performance criteria. 

 

Results: The accuracy, which is the performance criterion obtained 

with MLPNN, was obtained as 75% of the applied models. The 

accuracy, which is the performance criterion obtained with the 

RBFNN model, was achieved as 71.4%. When the effects of variables 

in the data set in this study on the presence and absence of 

Cryptosporidium spp. are examined, the three most important variables 

for the MLPNN model were nausea-vomiting, General Puriri, and sex, 

respectively. For the RBFNN model, age was obtained as cancer and 

General Puriri. 

 

Conclusion: It was seen that MLPNN and RBFNN models used in this 

study gave successful predictions in classifying the presence and 

absence of Cryptosporidium spp. 

 

Keywords— Multilayer perceptron neural network, Radial-based 

function neural network, classification, Cryptosporidium spp., risk 

factors. 

 

1 .  I N T R O D U C T I O N  

Intestinal parasites are a significant public health problem 

worldwide, including in developing countries [1]. Among the 

intestinal parasites, the coccidian parasites cryptosporidium is 

one of the obligate intracellular parasites that cause diarrhea in 

all age groups and individuals with normal immunity [2]. 

 

Among the Criptosporidiums (Cryptosporidium spp.), C. 

parvum, the most diseased species in humans, is located in the 

microvilli of intestinal epithelial cells, causing short-term 

(about two weeks) spontaneous diarrhea in people with 

sufficient immunity, and maybe life-threatening in the host 

whose immune system is suppressed [3]. In 

immunocompromised individuals, the parasite can spread from 

the intestinal tract to the bile ducts, pancreas, stomach, 

respiratory system, and kidneys through the hematogenous 

pathway. Cryptosporidiums can be transmitted by contaminated 

water and food, from person to person or from animal to person 

[4]. 

 

Artificial neural networks (ANN) are parallel, distributed 

information processing models that are developed using the 

physiology of the human brain and are connected by weighted 

connections, each consisting of processing elements with their 

own memory, and are computer programs that imitate 

biological neural networks [5]. The most essential task of an 

artificial neural network is to determine an output set that can 

correspond to an input set shown to it. In order to do this, the 

network is trained with examples of the relevant event and 

gained the ability to generalize [6]. 

 

Multilayer Artificial Neural Networks (MLPNN) model has 

been the most used neural network model, especially in medical 

and engineering applications. This model is widely used 

because many learning algorithms can be easily used in the 

training of this network. Multilayer networks consist of an input 

layer, one or more hidden layers, and an output layer. The 

information flow is forward, and there is no feedback [7]. The 

purpose of this method is; It is to make the error between the 

desired output of the network and the output it produces to a 

minimum [8]. 

 

Feedforward neural networks are widely used in many areas, 

such as controlling nonlinear systems in addition to modeling. 

One of the feed-forward neural networks is Radial Based 

Function Artificial Neural Networks (RBFNN) [9]. RBFNN is 

a particular case of a multilayer feed-forward artificial neural 

network and has two distinctive characteristics. The first is that 

it has only one hidden layer. The second feature is that radial 

based functions are used as activation functions in the hidden 

layer. Another essential feature of radial-based artificial neural 

networks is the transfer of information from input neurons to 

hidden layer neurons without change [10]. 

 

In this study, Cryptosporidium spp. by applying MLPNN and 

RBFNN methods to the data set, it aimed to classify the 

presence and absence of Cryptosporidium spp. and determine 

the risk factors. 
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2 .  M A T E R I A L  A N D  M E T H O D S  
 

2.1. Dataset  

In this study, Cryptosporidium spp. classification process was 

performed by applying MLPNN and RBFNN methods to the 

"Cryptosporidium spp" data set obtained from Ordu University 

for the presence-absence situation. There are a total of 497 

patients in this dataset. There were 142 (28.6%) people with 

Cryptosporidium spp. and 355 (71.4%) without the parasite. 

The variables and the descriptive properties of the variables in 

the relevant data set are given in Table 1. 

 
TABLE I 

VARIABLES IN THE DATA SET AND DESCRIPTIVE PROPERTIES OF VARIABLES 

Variables 
Variable 

Explanation 

Variable 

type 

Variable 

role 

Cryptosporidium 

spp. 
 

Parasite 
(0 = absence, 

1 = presence) 

Qualitative 
Dependent/ 

Target 

Age Age Quantitative 
Independent/ 

Predictor 

Sex 
1=male, 

2=female 

Qualitative Independent/ 

Predictor 

nausea / vomiting 

0= no nausea 
or vomiting  

1= there is 

nausea and 
vomiting 

Qualitative Independent/ 
Predictor 

immunosuppressive 
0 = absence, 1 

= presence 

Qualitative Independent/ 

Predictor 

eosinophilia 
0 = absence, 1 

= presence 
Qualitative Independent/ 

Predictor 

diabetes 
0 = absence, 1 

= presence 

Qualitative Independent/ 

Predictor 

cancer 
0 = absence, 1 
= presence r 

Qualitative Independent/ 
Predictor 

urine syphilis 
0 = absence, 1 

= presence 

Qualitative Independent/ 

Predictor 

diarrhea 
0 = absence, 1 

= presence 
Qualitative Independent/ 

Predictor 

neutropenia 
0 = absence, 1 

= presence 

Qualitative Independent/ 

Predictor 

obesity 
0 = absence, 1 

= presence 
Qualitative Independent/ 

Predictor 

anemia 
0 = absence, 1 

= presence 

Qualitative Independent/ 

Predictor 

Aurtiker 
0 = absence, 1 

= presence 

Qualitative Independent/ 

Predictor 

General puriri 
0 = absence, 1 

= presence 
Qualitative Independent/ 

Predictor 

Kürtiker 
0 = absence, 1 

= presence 
Qualitative Independent/ 

Predictor 

urticaria 
0 = absence, 1 

= presence 

Qualitative Independent/ 

Predictor 

ucolite 
0 = absence, 1 

= presence 

Qualitative Independent/ 

Predictor 

 

 

3 .  M U L T I L A Y E R  P E R C E P T R O N  N E U R A L  

N E T W O R K  ( M L P N N )   

This model, which was developed by Rumelhart in 1986, is also 

called the error propagation model. Multilayer Perceptron 

neural networks have multiple layers between the input and 

output layers. It consists of the input layer, output layer, and 

intermediate layers. The processor elements in the input layer 

act as a buffer that distributes the input signals to the processor 

elements in the middle layer. The information flow runs from 

the input layer to the middle layer and then to the output layer 

[11].  

 

Training of the multi-layered artificial neural network is carried 

out according to the "generalized delta rule". In multilayer 

neural networks, first, an example of the network is introduced. 

As a result of the example, what kind of result will be obtained 

is revealed. The examples are applied to the input layer, 

processed in the intermediate layers, and the error between the 

desired output is spread back over the weights, changing the 

weights until the error is minimized. The multi-layer perceptron 

network is a forward feed network, and the most general result 

is obtained from the output layer [12]. 

 

3.1. Radial Based Function Neural Network (RBFNN) 

Radial Based Artificial Neural network first emerged in a 

multivariate real interpolation solution [13]. RBFNN is a curve-

fitting approach in multidimensional space. Training of 

RBFNN can be called the problem of finding the best surface 

suitable for data in multidimensional space. RBFNN is feed-

forward networks consisting of three layers as input, hidden, 

and output layer.  

 

The input layer consists of a source of artificial nerve cells. The 

hidden layer is the hidden layer whose number of artificial 

nerve cells can be changed and uses a radian-based function as 

an activation function. The output layer is the part where the 

output of the network is produced according to the input values. 

There is a non-linear transformation from the input layer to the 

hidden layer and a linear transformation from the hidden layer 

to the output layer [14]. 

 

RBFNN working principle; to determine the radial-based 

function with the appropriate width and center values in the 

intermediate layer according to the input values in the input 

layer and to create the linear combinations of the outputs of the 

radial-based functions with the appropriate weight values and 

to determine the relationship between the input values and the 

output values [15]. 

 

3.2. Performance Evaluation of Models 

In the performance evaluation of the radial-based artificial 
neural network and multilayer artificial neural network models, 
which were created to predict the factors that may be associated 
with the presence or absence of Cryptosporidium spp., the 
performance criteria obtained by using the classification matrix 
given below were used. 

 

The performance criteria used in the performance evaluation of 
the models in this study are given below. 

Accuracy = (TP+TN)/(TP+TN+FP+FN) 
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TABLE II 

CLASSIFICATION MATRIX FOR CALCULATING PERFORMANCE CRITERIA 

                                Real 

Positive Negative Total 

P
r
e
d

ic
te

d
 

Positive 
True positive 

(TP) 

False 
negative 

(FN)  

TP+FN 

Negative 
False positive 

(FP) 

True 
negative 

(TN) 

FP+TN 

Total 

TP+FP FN+TN 
TP+TN+
FP+FN 

 

4 .  D A T A  A N A L Y S I S   

Quantitative data are expressed as median (minimum-

maximum) and qualitative data as number (percentage). The 

Kolmogorov-Smirnov test evaluated conformity to normal 

distribution.  

 

In terms of independent variables, whether there is a statistically 

significant difference between the "parasite presence " and 

"parasite absence " groups, which are the categories of the 

dependent/target variable (Cryptosporidium spp.), and whether 

there is a relationship, Mann-Whitney U test, Pearson chi-

square test, Continuity Correction test, and Fisher's Exact test. 

It was examined using the chi-square test values of p<0.05 were 

considered statistically significant. IBM SPSS Statistics 26.0 

package program was used for all analyzes. 

 

For the validity of the model, a 10-fold cross-validation method 

was used. In the 10-fold cross-validation method, all data is 

divided into ten equal parts. One part is used as a test set, and 

the remaining nine parts are used as a training dataset, and this 

process is repeated ten times. 

 
5 . R E S U L T S  

Descriptive statistics for quantitative independent variables 

examined in this study are given in Table 3, and descriptive 

statistics for qualitative independent variables are given in 

Table 4.  There is a statistically significant relationship between 

the dependent/target variable groups (p<0.05) in terms of 

cancer variable. 

 

 
TABLE III 

 DESCRIPTIVE STATISTICS FOR QUANTITATIVE INDEPENDENT VARIABLES 

Variable 

Cryptosporidium 

p-value* Parasite absence Parasite presence 

Median(min-

max) 

Median(min-

max) 

age 22 (1-84) 21 (2-72) 0.619 

 

*: Mann Whitney U test 

 

 

TABLE IV 

DESCRIPTIVE STATISTICS FOR QUALITATIVE INDEPENDENT 

VARIABLES 

Variables 

 Cryptosporidium 

p-value  
Parasite 

absence 

Parasite 

presence 

 Number 
(%) 

Number 
(%) 

sex 
male 184 (51.8) 76 (53.5) 

0.733* 

female 171 (48.2) 66 (46.5) 

nausea / vomiting 
absence 341 (96.1) 135 (95.1) 

0.805** 

presence 14 (3.9) 7 (4.9) 

immunosuppressive 
absence 344 (96.9) 136 (95.8) 

0.586*** 

presence 11 (3.1) 6 (4.2) 

eosinophilia 
absence 352 (99.2) 142 (100) 

0.561*** 

presence 3 (0.8) 0 (0) 

diabetes 
absence 353 (99.4) 141 (99.3) 

1*** 

presence 2 (0.6) 1 (0.7) 

cancer 
absence 336 (94.6) 124 (87.3) 

0.009** 

presence 19 (5.4) 18 (12.7) 

urine syphilis 
absence 350 (98.6) 142 (100) 

0.328*** 

presence 5 (1.4) 0 (0) 

diarrhea  
absence 280 (78.9) 108 (76.1) 

0.493* 
presence 75 (21.1) 34 (23.9) 

neutropenia  
absence 350 (98.6) 142 (100) 

0.328*** 
presence 5 (1.4) 0 (0) 

obesity 
absence 353 (99.4) 142 (100) 

1*** 
presence 2 (0.6) 0 (0) 

anemia 
absence 344 (96.9) 134 (94.4) 

0.283** 
presence 11 (3.1) 8 (5.6) 

General puriri 
absence 336 (94.6) 132 (93.0) 

0.607** 
presence 19 (5.4) 10 (7.0) 

Aurtiker 
absence 352 (99.2) 141 (99.3) 

1*** 
presence 3 (0.8) 1 (0.7) 

Kürtiker 
absence 349 (98.3) 139 (97.9) 

0.719*** 
presence 6 (1.7) 3 (2.1) 

urticaria 
absence 344 (96.9) 137 (96.5) 

0.783*** 
presence 11 (3.1) 5 (3.5) 

ucolite 
absence 351 (98.9) 138 (97.2) 

0.233*** 
presence 4 (1.1) 4 (2.8) 

*: Pearson chi-square test, **: Continuity Correction test,  

***: Fisher's Exact test 

 

Classification martix of MLPNN and RBFNN models are given 

in Table 5 and Table 6, respectively. 

TABLE V 

 CLASSIFICATION MATRIX OF MLPNN MODEL 

            Real 

Predicted 
presence absence Total 

presence 2 38 40 

absence 0 112 112 

Total 2 150 152 
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TABLE VI 
CLASSIFICATION MATRIX OF RBFNN MODEL 

            Real 

Predicted 
presence absence Total 

presence 0 44 44 

absence 0 110 110 

Total 0 154 154 

 

Table 7, shows the values of the performance criteria calculated 
from the models created to classify the Cryptosporidium spp. 

TABLE VII 

PERFORMANCE CRITERIA VALUES CALCULATED FROM CREATED MODELS IN 

THE TESTING PHASE 

              Model 

 

Performance  

Metric 

MLPNN  RBFNN 

Value Value 

Accuracy (%) 75.0 71.4 

AUC 0.515 0.547 

 

AUC: Area under the ROC curve; MLPNN: Multilayer Perceptron Neural 
Network; RBFNN: Radial Based Function Neural Network 

 

In this study, the importance values of the factors associated 
with the Cryptosporidium spp. are given in Table 8, while the 
values for these importance percentages are shown in Figure 1. 

 

TABLE VIII 

IMPORTANCE VALUES OF EXPLANATORY VARIABLES ACCORDING TO MLPNN 

AND RBFNN MODELS 

Explanatory Variables MLPNN RBFNN 

sex 0.085 0.007 

nausea / vomiting 0.185 0.069 

immunosuppressive 0.032 0.067 

eosinophilia 0.062 0.056 

diabetes 0.019 0.055 

cancer 0.025 0.076 

urine syphilis 0.029 0.053 

diarrhea 0.030 0.009 

neutropenia 0.031 0.056 

obesity 0.051 0.056 

anemi 0.072 0.063 

General puriri 0.157 0.072 

Aurtiker 0.038 0.059 

Kürtiker 0.019 0.063 

urticaria 0.070 0.065 

ucolite 0.075 0.061 

age 0.018 0.114 

Total 1 1 

 

Fig.1. The importance values for possible risk factors 

 

6 . D I S C U S S I O N  

Cryptosporidium spp. oocysts, which are obligate intracellular 

parasites, are 4-6 µm in size and spread among living things as 

a result of consuming water and food contaminated with feces 

[4, 16, 17]. 

 

The parasite has a high prevalence rate in some occupational 

groups (animal husbandry, veterinarians, laboratory staff, 

nursery staff), people who travel to endemic areas, those who 

live in places where hygienic conditions are inadequate, 

children, the elderly, and those who come into close contact 

with infected people [18]. Cryptosporidium outbreaks have 

been reported from public swimming pools, common meals, 

well water, and unhygienic drinking water. It has also been 

stated that there may be a transition from animals to humans in 

rural areas [18]. In the spread of the parasite, lack of clean water 

and sanitation facilities, crowded home environment, and close 

contact of reservoir animals to individuals are potentially 

effective [19].Symptoms of cryptosporidiosis differ depending 

on the type of infected host, the state of the immune system, and 

age [20]. 

 

Artificial neural networks are a method used to estimate the 

relationship between dependent and independent variables. 

Artificial Neural Networks in general; It is accepted as a 

powerful method es such as parameter estimation, 

classification, and the structure of existing data in many 

statistical processes parameter estimation, classification, and 

optimization. Artificial neural networks can reveal complex 

relationships between predictive variables and make inferences 

[21].  

 

In this study, the multilayer artificial neural network and radial-

based artificial neural network models, which are among the 

artificial neural network models, were obtained from 

Cryptosporidium spp. It was applied to the data set and aimed 

to compare the classification estimates of these two models. In 

this context, Cryptosporidium spp. The factors that may be 

associated with the positivity-negativity (dependent variable) 

were estimated by multilayer artificial neural network and 

radial based artificial neural network models. Thus, it has been 
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shown that artificial neural network models can be used in the 

classification problem.  

 

The imbalanced class problem is one of the important topics in 

machine learning. In the data set being studied, one of the 

classes formed by the observations is higher in number than the 

class or classes formed by other observations, revealing the 

imbalanced class problem. The problem of bias arises in the 

classification of sick and non-sick individuals in a two-class 

data set with an imbalance in the distribution between classes. 

Because machine learning models used in classification and 

sensitive to unbalanced class distributions are under the 

influence of large class (s) and the existence of small classes 

disappears [22, 23].  There were 142 (28.6%) people with 

Cryptosporidium spp. and 355 (71.4%) people without parasite 

in this data set. This situation causes the classification 

algorithms to give biased results and the results to be interpreted 

incorrectly. Therefore, the accuracy value obtained in the 

MLPNN and RBFNN models was 75.0 and 71.4, respectively. 

 

In this study, among the performance criteria used to compare 

classification performances according to the accuracy result, 

the MLPNN model gave better predictive results than the 

RBFNN model in the classification of presence-absence of 

Cryptosporidium spp. According to the MLPNN model, the 

three most important risk factors that may be associated with 

the presence and absence of Cryptosporidium spp. are; nausea-

vomiting, general puriri, and sex have been obtained.  The 

RBFNN model estimated as age, cancer, and general puriri. 

 

The presence of the parasite according to the artificial neural 

network models used according to the findings obtained in the 

study; They differ in nausea-vomiting, general puriri, age, 

cancer, and sex variables. Accordingly, it was concluded that 

Cryptosporidium spp. positivity should be investigated in line 

with the complaints of general puriri, nausea-vomiting, and 

cancer patients. 
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