Testing Environmental Kuznets Curve Hypothesis for N₂O

Abstract

N₂O, one of the most harmful of greenhouse gases, causes great damage to the environment. Although it does not attract as much attention as CO₂, policies to reduce the emission of this gas are of great importance for a sustainable environment and economy. As the untimely implementation of policies can lead to inefficiency and waste of scarce resources, their timings should be considered carefully. At this point, the Environmental Kuznets Curve (EKC) approach makes a great contribution to the determination timings of policies. In this study, we investigated the EKC relation for N₂O emission using the panel data of selected 20 European countries and Turkey, to examine the relationship between N₂O emissions and economic growth. For this purpose, we applied the panel ARDL test to the panel data set for the period 1992-2017. According to the panel ARDL results, there is a statistically significant long-run relationship between N₂O emission and economic growth. This relationship forms an "N" shaped curve.
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1. INTRODUCTION

Intensive continuation of economic activities contributes to the development of the country’s economies, but it also causes an increase in environmental problems. One of the most encountered and most harmful of these problems are greenhouse emissions. Depending on economic development, intensity of natural resources and energy use in production and consumption activities is shown as the main reason for the increase in greenhouse gas emissions. In recent years, environmental problems caused by greenhouse gases have become a source of concern for the future. Especially the negative effects of climate change caused by global warming and increased in the number of endangered species has been the main reasons for this concern. Countries with different development levels
have made various efforts to deal global warming to prevent these problems. In this context, determining the activities that cause greenhouse gas emissions and taking policy measures to reduce them has become one of the most important goals of the countries.

It is known that the climatic effects of greenhouse gases (GHGs) last for many years. GHGs are gaseous compounds in the atmosphere that can absorb infrared radiation, retain heat in the atmosphere, and are responsible for the greenhouse effect and eventually cause global warming (Sterpu et al., 2018: 1). While Non-CO\textsubscript{2} (carbon dioxide) GHGs (NCGGs) emissions account for almost a third of all radiative forcing in the history, almost two thirds of global NCGG emissions are caused by land / agricultural related activities. Therefore, NCGG emissions are significant for assessing net environmental effectiveness in climate change mitigation strategies. NCGG emissions associated with land-based activities emphasize the heterogeneity of sectoral and regional emissions. NCGGs include N\textsubscript{2}O (nitrogen oxide), CH\textsubscript{4} (methane) and F-GHGs (fluorinated greenhouse gases). Like CO\textsubscript{2}, NCGGs are gases that capture heat in the atmosphere. These gases hold more heat per molecule than CO\textsubscript{2}. Land use and land-based applications constitute the important driver of NCGG emissions (Rose and Lee, 2008: 3). In addition to the fact that the use of synthetic fertilizers has improved agricultural production, technological and medical developments have contributed to steady population growth. Over time, it has been understood that these positive developments contributed to the increase in N\textsubscript{2}O emissions in the atmosphere (Skiba and Rees, 2014: 1).

N\textsubscript{2}O and CO\textsubscript{2} are both long-lived GHGs. Even though the atmospheric life of CO\textsubscript{2} (hundreds to thousands of years) is much greater than N\textsubscript{2}O (about 120 years), N\textsubscript{2}O is a much more powerful GHG than CO\textsubscript{2}. CH\textsubscript{4} is a short-lived gas with an atmospheric life of about 12 years. Like N\textsubscript{2}O, CH\textsubscript{4} is also more powerful GHG per tonne than CO\textsubscript{2} despite its short life. However, due to the long life of CO\textsubscript{2} emissions, human activities make the biggest contribution to climate change (Hollis et al., 2016; Sterpu et al., 2018: 1).

Since N\textsubscript{2}O can absorb infrared light strongly, it has a significant impact on the earth’s radiation stock. Because of that the global warming potential (GWP) of N\textsubscript{2}O is considered to be 265-298 times that of CO\textsubscript{2} of the same mass on a 100-year period \(^1\). So, even a very small amount of N\textsubscript{2}O is sufficient for it to be an important GHG. According to current estimates, N\textsubscript{2}O contributes about seven percent of GHG emissions in terms of global warming potential, contributing slightly less than half of the CH\textsubscript{4}. As a result, N\textsubscript{2}O ranks third behind CO\textsubscript{2} and CH\textsubscript{4} among the harmful gases evaluated by the Kyoto Protocol. Although CO\textsubscript{2} emission was not much in the pre-industrial period, it is known that N\textsubscript{2}O emission was present at a high rate. Even though the atmospheric concentrations of N\textsubscript{2}O have increased since pre-industrial times with its long natural history, it is the smallest of Kyoto gases with the observed increase of only 15 percent. N\textsubscript{2}O is largely a by-product of biological processes occurring in the soil over large land areas. Since it is the smallest Kyoto gas and the product of biological process, N\textsubscript{2}O emission only leads to small increases above its natural level, which is difficult to monitor with measurements. Because of the poorly understood and highly uncertain tillage processes, N\textsubscript{2}O has been identified as the gas that contributes to the overall uncertainty of the greenhouse gas inventory (Winiwarter, 2005: 14).

largest ozone-depleting substance in 2009\textsuperscript{1}. Extreme nitrogen pollution has been identified as one of three global environmental problems that have crossed the 'global limit'. People began to alter the natural N cycle as they expanded their farmland, using fire as a land clearing and management tool, and growing legumes that use atmospheric N to grow (Davidson and Kanter, 2014: 1). The agriculture sector is an important source of global GHG emissions, which accounts for approximately 14-17\% of global anthropogenic emissions. N\textsubscript{2}O emissions from synthetic fertilizers, fertilizer applications and crop residues left on farms, account for more than 40\% of total agricultural emissions. Nitrogen-based fertilizers, which are among synthetic fertilizers, are the biggest contributors to global emissions as they produce N\textsubscript{2}O, which has up to 298 times greater global warming potential than CO\textsubscript{2}, during nitrification and denitrification processes (Maraseni and Qu, 2016: 1256). Microbial processes in soil and manure (nitrification and denitrification) are recognized as the main sources of N\textsubscript{2}O emissions worldwide and in Europe. These processes require partly aerobic conditions (nitrification) and partly anaerobic conditions (denitrification). For the entire process chain, these conditions, where the soil conditions, temperature, and water availability play an important role, must occur in close areas. One of the most important parameters is the presence of nitrogen in the soil, which is the only parameter considered in the International Panel on Climate Change approach (Winiwarter, 2005: 23).

The relationship between economic growth and environmental problems has been drawing attention for a long time. Reducing the effects of environmental problems on the economy and nature has taken its place on the agenda of policy makers. In this context, knowing the relationship between economic growth and the level of emission of GHGs that cause the environmental problems is of significant in establishing an appropriate theoretical basis in terms of policy making. The Environmental Kuznets Curve (EKC), developed using Kuznets’s (1955) approach that examines the relationship between economic growth and income distribution, has been accepted in the economic literature and become the first hypothesis to be applied for environmental issues. The increase in the human population in the world and the change in the diet increases the agricultural N\textsubscript{2}O emission by increasing the global food demand. Since the increase in N\textsubscript{2}O emissions is an important cause of environmental degradation, attention should be paid to the activities that cause it. After examining the EKC literature, we have seen that analyses are made especially considering the level of CO\textsubscript{2} emission not N\textsubscript{2}O emission. We believe that the reason is mostly the data unavailability. We have also noticed that N\textsubscript{2}O emission, which has environmental effects as much as CO\textsubscript{2}, is started to be used in recent studies. In this regard, we examine the EKC relation between economic growth and N\textsubscript{2}O emission of selected European countries and Turkey. In this sense, this study contributes to the literature by filling the gap in this subject.

2. ENVIRONMENTAL KUZNETS CURVE HYPOTHESIS

Economic growth has been one of the top priorities for economists and policy makers after World War II. In the 1960s, it was observed that environmental problems such as pollution and noise increased with economic growth (Saraç and Yağlıkara 2017: 255). In the following years, the deterioration of the environmental quality worldwide and the experienced disasters increased the sensitivity of people to the environment. With growing environmental concerns, people have increased their efforts to better understand the

causes of environmental degradation. At this point, economists concentrated their research on the environmental effects of economic growth. As the connection of the environment with economic growth and development has been a subject of considerable debate since the 1990s, the literature on the relationship between pollution and income growth has recently increased. The common point of these studies has been the view that environmental quality worsens in the early stages of economic growth or development and improves in later stages. In other words, it has been determined that environmental degradation initially increased faster than income and slowed down after a certain income level. This systematic relationship between income and the environment has been named as the Environmental Kuznets Curve (Dinda, 2004: 432). Grossman and Krueger (1991), inspired by the model used by Simon Kuznets in his study examining the relationship between economic growth and income distribution in 1955, concluded that there is an "inverted-U" shaped relation between economic growth and environmental factors. In studies conducted in this sense, the EKC hypothesis is investigated by referring to this inverted-U shaped curve showing the relationship between environmental degradation and income (Koilo, 2019: 4).

According to the EKC hypothesis, economic development consists of 3 stages. In the first stage, the increase in personal income has a negative impact on local environmental factors. With industrialization, intensive use of natural resources causes an increase in the emission of polluted gases. The increase in the emission of these pollutant gases puts more pressure on the environment. In the later stages of industrialization, the increase in income causes people to value the environment more. In addition, as the regulatory institutions increase their effectiveness, the level of environmental degradation begins to decrease (Dinda, 2004: 432). Therefore, this effect reverses after the income reaches a certain turning point, that is, increase in income now leads to an improvement in environmental quality. The graphical representation of the EKC hypothesis that explains the relation of income and environmental degradation is given in Figure 1 (Karadaş and Işık, 2018: 284).

![Figure 1: Stages of Industrialization](Source: Karadaş and Işık, 2018: 284)

Pre-industrial economies, that is, agricultural economies, constitute the first stage of economic development. At this stage, most of the economic activities cause environmental
degradation. The industrial economies are at the stage where dirty practices, such as the excessive use of natural resources because of the industrial revolution and rapid development movements in order to accelerate economic development, and increase in the release of harmful gases, etc., that reduce environmental quality. In the stage of service economies, improvements in environmental quality are observed due to shifting of dirty industries to third world countries, technological progress, innovations and decreases in general industrial production (Jošić et al. 2016: 34; Karadaş and Işık, 2018: 284).

There are three reasons for the emergence of the EKC relation in an economy. These are:

- Environmental flexibility of income: Individuals whose living standards increase with the increase in income want to consume a better environment, a healthy life and quality products. The increase in the demand for environmental quality constitutes the main reason for the implementation of policies that will respond to this demand (Dinda, 2004: 435; Bo, 2011: 1323; Karadaş and Işık, 2018: 285).

- Technological and structural effects: While the increase in the output level in an economy increases the level of economic growth, the increase in the consumption of natural resources means environmental degradation. Continuing to increase in income causes the structure of the economy to change and create the activities that create less pollution (Dinda, 2004: 435; Bo, 2011: 1323; Koçak, 2014: 63; Karadaş and Işık, 2018: 285).

- International trade: While the environmental quality deteriorates as a result of the increase in production and therefore the use of natural resources to increase trade volume, especially exports, structural and / or technological effects arise as a result of the increase in trade, helping to improve environmental quality (Dinda, 2004: 436; Bo, 2011: 1323; Karadaş and Işık, 2018: 285).

With the increasing interest in environmental issues, the EKC hypothesis has found its way into many studies. The data and methods used in these studies show similarities. Generally, the model given in Equation 1 is used to investigate the EKC hypothesis.

\[ y_{it} = \alpha_i + \beta_1 x_{it} + \beta_2 x_{it}^2 + \beta_3 x_{it}^3 + \beta_4 z_{it} + \varepsilon_{it} \]  

(1)

Where, \( y \) represents the environmental indicator, \( x \) represents income and \( z \) represent other variables that have an impact on environmental degradation. And \( i \) denotes countries, \( t \) denotes time, \( \alpha \) is constant, \( \varepsilon \) is error term, and \( \beta_k \) is the coefficient of the \( k \)th explanatory variable. According to the condition of the \( \beta_k \) coefficients obtained from the equation, there can be 7 different types of relationships between the environment and economic growth (Karadaş and Işık, 2018: 285-286):

i. If \( \beta_1 = \beta_2 = \beta_3 = 0 \), there is no relationship between \( x \) and \( y \).

ii. If \( \beta_1 > 0 \) and \( \beta_2 = \beta_3 = 0 \), there is a linear and monotonously increasing relationship between \( x \) and \( y \).

iii. If \( \beta_1 < 0 \) and \( \beta_2 = \beta_3 = 0 \), there is a monotonously decreasing relationship between \( x \) and \( y \).

iv. If \( \beta_1 > 0, \beta_2 < 0 \) and \( \beta_3 = 0 \), there is an “inverted-U” shaped relationship between \( x \) and \( y \). This relationship shows the situation expressed by the EKC hypothesis.

v. If \( \beta_1 < 0, \beta_2 > 0 \) and \( \beta_3 = 0 \), there is a “U” shaped relationship between \( x \) and \( y \).

vi. If \( \beta_1 > 0, \beta_2 < 0 \) and \( \beta_3 > 0 \), there is an “N” shaped relationship between \( x \) and \( y \).

vii. If \( \beta_1 > 0, \beta_2 < 0 \) and \( \beta_3 < 0 \), there is an “inverted-N” shaped relationship between \( x \) and \( y \).
Graphical representation of 6 different relationships (ii-vii) between income and environmental degradation is given in Figure 2.

**Figure 2**: Possible Results of EKC in A Cubic Model  
Source: (Karadaş and Işık, 2018: 286)

The EKC hypothesis helps managers to decide the policies to be implemented at different development levels. For example, policies aimed at reducing greenhouse gas emissions in the first stage of EKC, that is, in an economy where income and environmental degradation increase together, will be beneficial, but ineffective in an economy where there is an inverse relationship between income and environmental degradation (Haider et al., 2020: 3).

3. **LITERATURE REVIEW**

Reviewing the literature, we have observed that there has been an increase in studies investigating the relationships between income and different environmental indicators of various countries or country groups to test the EKC hypothesis in recent years. Some of these studies are summarized in this section.

Şahinöz and Fotourehchi (2013) investigated the existence of EKC relation in 26 OECD countries in the period of 1994-2010. Results of the analysis show that there is an “N” shaped relation between per capita GDP and CO₂ emission. In addition, they determined a similar relation between population density and CO₂ emission.

Eratas and Uysal (2014) investigated the relation between income level and pollution in BRIC countries for 1992-2010 period. The results show that there is cointegration between variables. According to the results of the analysis, there is an “N” shaped relationship between pollution and income level in BRIC countries.

Al-Mulali et al. (2016) investigated the existence of EKC relation with the panel data of selected seven region. According to results, the EKC relation is valid in Central and Eastern Europe, Western Europe, East Asia and the Pacific, South Asia, and the Americas, it is not valid in Middle East and North Africa, and Sub-Saharan Africa. In addition, the results show that there is a significant negative relation between renewable energy consumption and CO₂ emission in the regions where the EKC relation is valid. This show that the existence of EKC relation depend on the relation between
renewable energy consumption and CO₂ emission.

Zambrano-Monserrate and Fernandez (2017) investigated the relation between N₂O emission, GDP per capita, used agricultural land, and exports in Germany for 1970-2012 period. The results show that EKC hypothesis is valid in Germany for N₂O emission and economic growth. In addition, while increase in the used agricultural land increases the N₂O emission, increase in exports decreases the N₂O emission.

Saraç and Yağlıkara (2017) investigated the existence of EKC relation in BSEC countries with panel data of 1992-2012 period. The results show that there is an inverted-U shaped relation between economic growth and CO₂ emission which supports the EKC hypothesis in BSEC countries.

Yurttagüler (2017) investigated the relation between income and CO₂ emission in Turkey for 1960-2011 period by Johansen cointegration test. According to results, these two variables are cointegrated. In addition, it is confirmed that there is an “N” shaped relationship between variables.

Cruz et al. (2018) investigated the relation between CH₄ emission, economic growth, and agriculture activities in Argentina for 1970-2012 period by ARDL test. Results bring forward there is a dynamic relation between variables suggesting the existence of EKC in the long run. In addition, they determined that the agriculture activities decrease the CH₄ emission because of the technological innovations employed in the agricultural sector in Argentina.

Sterpu et al. (2018) investigated the relation between per capita GHG emissions, gross domestic product, gross inland energy consumption, and renewable energy consumption by the panel data of 28 EU countries for 1990-2016 period. Results of the panel cointegration test show that there is a long-run relation between these variables and the inverted U-shaped EKC hypothesis is valid for 17 of the panel countries. In addition, although the gross energy consumption increases the GHG emissions, the renewable energy consumption helps to reduce the emissions.

Sinha and Sengupta (2019) investigated the impact of renewable and fossil fuel energy consumptions on N₂O emissions by the panel data of APEC countries for 1990-2015 period. The results of Westerlund and Edgerton cointegration test and Dumitrescu and Hurlin causality test show that renewable energy usage helps to reduce the N₂O emission level.

Destek and Sarkodie (2019), in order to investigate the existence of EKC relation, applied causality test to the panel data economic growth, energy consumption, financial development, and ecological footprint of 11 newly industrialized countries for 1977-2013 period. The results show that there is an “inverted-U” shaped relation between economic growth and ecological footprint. The result of causality confirms that there is bidirectional causality relation between these two variables.

Haider et al. (2020) investigated the relation between N₂O emissions, including those resulting from agriculture, economic growth, agricultural land use, and exports by the panel data of 2 country groups (the top 15 countries ranked by N₂O emissions and top 18 countries ranked by share of agriculture in GDP). They create 2 separate models for N₂O emissions and agricultural N₂O emissions and applied Westerlund cointegration test and panel dynamic causality test. Results show that N₂O emissions and economic growth are cointegrated and the EKC relation is valid for both models. In addition, it was determined that agricultural land use causes N₂O emissions to increase.

Yusuf et al. (2020) investigated the relation between GHG emissions, energy consumption, and production growth by the panel data of African OPEC countries for 1970-2016 period. The 3-separate panel ARDL model is used for N₂O, CO₂, and CH₄ gases. The results show that
economic growth increases both CO$_2$ and CH$_4$ emissions in the long-run, energy consumption increases CO$_2$, N$_2$O, and CH$_4$ emissions in the long-run. And they confirmed that the EKC exists only in the case of CH$_4$ emissions model.

As seen in the literature review, the studies about the EKC hypothesis are mostly concentrated on the CO$_2$ emission. We have determined that the emission of N$_2$O, which is as important as CO$_2$ in climate change, has not been adequately studied in the literature. Therefore, we conducted this study to fill this gap in the literature.

4. ECONOMETRIC ANALYSIS

In this study, in order to investigate the EKC relation for N$_2$O emission, we conducted an econometric analysis using the panel data of selected 20 Europe countries ($^{1}$) (Austria, Bulgaria, Denmark, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Italy, Netherlands, Norway, Poland, Portugal, Spain, Sweden, Switzerland, United Kingdom) and Turkey for 1992-2017 period. The variables used in the analysis and their definitions are given in Table 1.

Table 1: Data tests and results

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>DEFINITION</th>
<th>SOURCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>N2O</td>
<td>N$_2$O emission (National total for the entire territory based on fuel sold) (Tonnes)</td>
<td>EUROSTAT</td>
</tr>
<tr>
<td>GDP</td>
<td>GDP per capita, PPP (constant 2017 international $)</td>
<td>WORLD BANK</td>
</tr>
<tr>
<td>FL</td>
<td>Forest land (1000 ha)</td>
<td>FAOSTAT</td>
</tr>
<tr>
<td>AL</td>
<td>Agricultural Land Use (1000 ha)</td>
<td>FAOSTAT</td>
</tr>
</tbody>
</table>

In keeping with the literature, we used a cubic equation to examine the relationship between variables. The equation adapted to the variables in the study is given in Equation 2.

\[
LN_{it} = \alpha_i + \beta_1 LG_{it} + \beta_2 (LG)^2_{it} + \beta_3 (LG)^3_{it} + \beta_4 LF_{it} + \beta_5 LA_{it} + \varepsilon_{it} \tag{2}
\]

In Equation 2, LN represents the natural logarithm of the N$_2$O, LG is the natural logarithm of the GDP, LF represents the natural logarithm of the FL and LA represents the natural logarithm of the AL. $\alpha_i$ is the constant, $\varepsilon_{it}$ is the error term, and $\beta_k (k = 1, 2, \ldots, 5)$ are the coefficients of the equation.

4.1. Unit root tests

In econometric analysis, if the variables used contain unit root (i.e., they are not stationary), there is a possibility of obtaining spurious regression in the analyzes. Therefore, before starting the analysis, it should be examined whether the variables used contain unit roots or not. In panel data analysis, there are many unit root tests used in the analysis of stationarity. These tests are generally grouped as first generation and second-generation unit root tests. While the first generation unit root tests (Im-Pesaran-Shin (2003), Levin-Lin-Chu (2002), Maddala and Wu (1999) etc.) assume that there is no relationship (cross-sectional dependency) between the units forming the panel and any shock affects all units at the same rate (Mercan et al., 2015: 129), the second generation unit root tests (Fisher panel unit root test, Pesaran (2007)) panel unit root test (CIPS etc.) assume that the units forming the panel are interconnected and not independent and that the resulting shocks affect each unit differently.

Today, it is known that economies are interconnected, and each economy has its own dynamics. For this reason, applying the first-generation unit root tests to a panel data set containing economic variables may result in a spurious regression problem resulting in countries with sufficient data were selected so that the analysis could be performed without any problems.

$^{1}$ In the absence of sufficient data, econometric analysis cannot be performed. For this reason, European
biased results. To avoid this problem, first of all, it should be examined whether there is a cross-sectional dependency. There are several cross-sectional dependency tests such as Breusch-Pagan LM, Pesaran scaled LM and Pesaran CD tests. These tests can give significant or spurious results according to the cross-section (N) and time dimension (T) size of the panel data set. Breusch-Pagan LM test gives significant results when N is constant and T→∞ (i.e., T>N), the Pesaran scaled LM test gives significant results when T→∞ and N→∞, the Bias-corrected scaled LM test gives significant results when N→∞ and T→∞ and Pesaran CD test gives significant results when N>T. The null hypothesis of these four tests is the same and is "H0: there is no cross-section dependence between the units" (De Hoyos and Sarafidis, 2006; Karadaş, 2020a; Karadaş, 2020b; Koçbulut and Barış, 2016; Şengönül vd., 2018).

Results of these tests are given in Table 2.

### Table 2: Data tests and results

<table>
<thead>
<tr>
<th>Test</th>
<th>Statistic</th>
<th>d. f.</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breusch-Pagan LM</td>
<td>3580.050*</td>
<td>190</td>
<td>0.0000</td>
</tr>
<tr>
<td>Pesaran scaled LM</td>
<td>173.9059*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Bias-corrected scaled LM</td>
<td>173.5059*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Pesaran CD</td>
<td>48.51423*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Breusch-Pagan LM</td>
<td>3872.047*</td>
<td>190</td>
<td>0.0000</td>
</tr>
<tr>
<td>Pesaran scaled LM</td>
<td>188.8850*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Bias-corrected scaled LM</td>
<td>188.4850*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Pesaran CD</td>
<td>61.33568*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Breusch-Pagan LM</td>
<td>3861.829*</td>
<td>190</td>
<td>0.0000</td>
</tr>
<tr>
<td>Pesaran scaled LM</td>
<td>188.3609*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Bias-corrected scaled LM</td>
<td>187.9609*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Pesaran CD</td>
<td>61.23115*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Breusch-Pagan LM</td>
<td>3851.356*</td>
<td>190</td>
<td>0.0000</td>
</tr>
<tr>
<td>Pesaran scaled LM</td>
<td>187.8236*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Bias-corrected scaled LM</td>
<td>187.4236*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Pesaran CD</td>
<td>61.12388*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Breusch-Pagan LM</td>
<td>1956.181*</td>
<td>190</td>
<td>0.0000</td>
</tr>
<tr>
<td>Pesaran scaled LM</td>
<td>90.60317*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Bias-corrected scaled LM</td>
<td>90.20317*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Pesaran CD</td>
<td>29.14849*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Breusch-Pagan LM</td>
<td>3491.637*</td>
<td>190</td>
<td>0.0000</td>
</tr>
<tr>
<td>Pesaran scaled LM</td>
<td>169.3704*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Bias-corrected scaled LM</td>
<td>168.9704*</td>
<td></td>
<td>0.0000</td>
</tr>
<tr>
<td>Pesaran CD</td>
<td>32.54522*</td>
<td></td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Note: * indicates the 1% level of significance.

Since the size of the cross-section (N=20) is smaller than the size of the time dimension (T=26) in our data set, we only need to check the Breusch-Pagan LM test results. As seen in Table 2, the null hypothesis of the Breusch-Pagan LM test, which is “there is no cross-sectional dependence between series”, is rejected. This means that there is cross-sectional dependency between series, as expected. Therefore, using first generation unit root tests to examine the stationarity of variables in the analysis will yield spurious regression. For this reason, we applied the CIPS panel unit root test developed by Pesaran (2007) to the series used, and the test results are given in Table 3.
According to the CIPS panel unit root test, the variables ln, lg, lg2, lg3 and la turned out to be stationary at the first difference, while the variable LF is stationary at level.

### Table 3: Cross-Sectionally Augmented Im, Pesaran And Shin (IPS) Test for Unit Roots

<table>
<thead>
<tr>
<th>Variable</th>
<th>Without trend</th>
<th>With trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>LN</td>
<td>CIPS test: -1.543, Probability: &gt;0.10</td>
<td>CIPS test: -2.653***, Probability: 0.088</td>
</tr>
<tr>
<td>D.LN</td>
<td>CIPS test: -2.786*, Probability: &lt;0.01</td>
<td>CIPS test: -2.834**, Probability: 0.027</td>
</tr>
<tr>
<td>LG</td>
<td>CIPS test: -2.254**, Probability: 0.040</td>
<td>CIPS test: -2.474, Probability: &gt;0.10</td>
</tr>
<tr>
<td>D.LG</td>
<td>CIPS test: -2.386**, Probability: 0.013</td>
<td>CIPS test: -4.438*, Probability: &lt;0.01</td>
</tr>
<tr>
<td>LG2</td>
<td>CIPS test: -2.210**, Probability: 0.050</td>
<td>CIPS test: -2.440, Probability: &gt;0.10</td>
</tr>
<tr>
<td>D.LG2</td>
<td>CIPS test: -2.364**, Probability: 0.017</td>
<td>CIPS test: -5.535*, Probability: &lt;0.01</td>
</tr>
<tr>
<td>LG3</td>
<td>CIPS test: -2.185***, Probability: 0.061</td>
<td>CIPS test: -2.540, Probability: &gt;0.10</td>
</tr>
<tr>
<td>D.LG3</td>
<td>CIPS test: -2.338**, Probability: 0.023</td>
<td>CIPS test: -5.421*, Probability: &lt;0.01</td>
</tr>
<tr>
<td>LA</td>
<td>CIPS test: -2.384**, Probability: 0.012</td>
<td>CIPS test: -2.384, Probability: &gt;0.10</td>
</tr>
<tr>
<td>D.LA</td>
<td>CIPS test: -2.906*, Probability: &lt;0.01</td>
<td>CIPS test: -3.308*, Probability: &lt;0.01</td>
</tr>
<tr>
<td>LF</td>
<td>CIPS test: -2.292**, Probability: 0.032</td>
<td>CIPS test: -3.060*, Probability: &lt;0.01</td>
</tr>
</tbody>
</table>

Note: *, ** and **** indicate significance at 1%, 5% and 10% levels, respectively.

In addition to the variable-based cross-section dependency, the model-based cross-section dependency should also be checked to determine the cointegration test to be used. Therefore, we checked the cross-section dependency of the model.

### Table 4: Cross Section Dependency of the model

<table>
<thead>
<tr>
<th>Residual Cross-Section Dependence Test</th>
<th>Test</th>
<th>Statistic</th>
<th>d.f.</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breusch-Pagan LM</td>
<td>20.42423</td>
<td>190</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>Pesaran scaled LM</td>
<td>-8.699053*</td>
<td></td>
<td>0.0000</td>
<td></td>
</tr>
<tr>
<td>Pesaran CD</td>
<td>0.267790</td>
<td></td>
<td>0.7889</td>
<td></td>
</tr>
</tbody>
</table>

Note: * indicates significance at 1% level.

Similar to the variable based cross-section dependency, we only need to check the results of the Breusch-Pagan LM test since N<T. According to table 4, the null hypothesis of the Breusch-Pagan LM test is not rejected. Therefore, we decide that there is no cross-section dependency in the model.

### 4.2 Panel cointegration test

As in time series analysis, there are many cointegration tests in the literature for panel data analysis. Some of these panel cointegration tests are Panel EKK, Pedroni, Kao, Fisher, error correction based Westerlund, panel ARDL and Durbin-Hausman cointegration tests. Among these tests, Durbin-Hausman test should be used if there is a cross-section dependence in the model. If there is not a cross-section dependence in the model, other tests should be used. Among the other tests, the panel least squares (LS) test is used for series stationary at level, Pedroni, Kao and Fisher panel cointegration tests are used for series stationary at the first difference. Panel ARDL cointegration test, based on PMG (Pooled Mean Group) and MG (Mean Group) estimators, is used to examine the relationship between series with different degrees of integration. That is, some of the series used in the panel ARDL test can be I (0) while others are I (1).

Since there is no cross-section dependency in the model and the series are stationary at different levels (I (0) and I (1)), the Panel ARDL cointegration test should be applied to examine the relationship between the series.

The generalized Panel ARDL (p, q) model is given in Equation 3.

\[
y_{it} = \sum_{j=1}^{p} \alpha_i y_{it-j} + \sum_{k=0}^{q} \beta_{ik} X_{it-k} + \delta_i + \varepsilon_{it}
\]  

(3)
In Equation 3, $y_{it}$ denotes dependent variable, $X_{it}$ denotes the $(k \times I)$ dimensional vector formed by independent variables that can be I (0) or I (1), $\alpha_{ij}$ denote the coefficients of the lags of the dependent variable, $\beta_{ik}$ denote the coefficients of the $(k \times I)$ dimensional vector, $\delta_i$ denote unit specific fixed effects, $i=1,2,\ldots,N$, $t=1,2,\ldots,T$, $p$ and $q$ denote the appropriate lag numbers and $\epsilon_{it}$ denote the error term.

The error correction model obtained from the panel ARDL model is given in Equation 4.

$$\Delta y_{it} = \theta_i [y_{i,t-1} - \omega_i X_{i,t}] + \sum_{j=1}^{p-1} \rho_{ij} \Delta y_{i,t-j} + \sum_{k=0}^{q-1} \beta_{ik} \Delta X_{i,t-k} + \delta_i + \epsilon_{it} \quad (4)$$

In Equation 4, $\theta_i = -(1 - \alpha_i)$ is the group specific adjustment coefficient velocity (expected to be $\theta_i < 0$), $\omega_i$ is the vector of long-run relations, $\rho_{ij}$ and $\beta_{ik}$ are dynamic short-run coefficients and $ECT = [y_{i,t-1} - \omega_i X_{i,t}]$ is the error correction term.

Pesaran and Smith (1995) and Pesaran et al. (1999) proposed two different estimators, MG and PMG, against the heterogeneity problem encountered in dynamic panels.

The MG estimator, which has the least restrictive procedure and allows heterogeneity of all parameters without cross-country restrictions, derives the long-run parameters from ADRL models for individual countries. Although, individual regressions are estimated for each country, MG estimator has the calculation averages of country-specific coefficients that provide consistent estimates for long-run coefficients (Chu and Sek, 2014: 945). The long-run parameter for the $i^{th}$ unit in the ARDL model in Equation (3) is found as

$$y_i = \frac{\beta_i}{1 - \alpha_i} \quad (5)$$

and the MG estimator for all panel is obtained as

$$\hat{\beta} = \frac{1}{N} \sum_{i=1}^{N} y_i \quad \hat{\delta} = \frac{1}{N} \sum_{i=1}^{N} \delta_i. \quad (6)$$

In the PMG estimator, it is assumed that the long-run coefficients of the estimator are the same for each unit, but the short-run coefficients are free to vary. In this estimator, there is a constraint that the elements of the vector $W$ in equation (4) are common for each unit. Therefore, in PMG estimator, all dynamics and ECM terms can vary. The PMG estimator's parameter estimates are consistent and are asymptotically normal for stationary regressors and also non-stationary regressors (Chu and Sek, 2014: 945).

In short, one of these two estimators (MG) assumes that there is no common point between the units in the panel, while the other (PMG) assumes that the long-run coefficients for the units in the panel are the same but the short-run coefficients are different. The fact that there are two different estimators with different assumptions reveals the necessity to choose the effective one among them. According to the assumptions of these two estimators, it is seen that the MG estimator is more effective if there is a homogeneous relationship between the units of the panel, and the PMG estimator is more effective if there is a heterogeneous relationship. To examine the homogeneity between panel units, the Delta tests can be used. Table 5 shows the results of delta tests applied to the model used in the study.

**Table 5: Delta Tests**

<table>
<thead>
<tr>
<th>Pesaran, Yamagata</th>
<th>Delta</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>adj.</td>
<td>22.714*</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>26.571*</td>
<td>0.000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Blomquist, Westerlund</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delta</td>
</tr>
<tr>
<td>adj.</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Note: * indicates significance at 1% level.

The null hypothesis of both homogeneity tests used in the analysis is that the slope coefficients are homogeneous. As seen in Table 5, the null hypotheses of both delta tests are rejected, so it is understood that the slope coefficients are not homogeneous. Therefore, for the model, the PMG estimator is more efficient than the MG estimator. According to assumptions of the PMG estimator, the long-run coefficients are
same for all countries and the short run coefficients are different for each country. Since we are interested with the long-run relation, we will only represent the long-run coefficients.

Now that the effective estimator has been determined, the long-run relation between the variables can be examined using this estimator. Panel ARDL test results based on PMG estimator are given in Table 6.

According to the ARDL test results, it is seen that the error correction term (ECM) is statistically significant, and its coefficient is (≈-0.207). According to this result, there is a cointegration relationship between the variables used in the analysis in the long run. In case of any deviations from the long-run equilibrium, it is seen that the model will return to this equilibrium in approximately 5 (5≈1 / 0.207) periods.

**Table 6: Long-Run Coefficients of ARDL Test**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>t-statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECM</td>
<td>-0.2077***</td>
<td>0.1222</td>
<td>-1.6994</td>
<td>0.0916</td>
</tr>
</tbody>
</table>

**Long-run Equation**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard Error</th>
<th>t-statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>LG</td>
<td>149.2074*</td>
<td>39.7280</td>
<td>3.7557</td>
<td>0.0003</td>
</tr>
<tr>
<td>LG2</td>
<td>-14.4945*</td>
<td>3.8984</td>
<td>-3.7181</td>
<td>0.0003</td>
</tr>
<tr>
<td>LG3</td>
<td>0.4693*</td>
<td>0.1275</td>
<td>3.6811</td>
<td>0.0003</td>
</tr>
<tr>
<td>LA</td>
<td>2.3214*</td>
<td>0.2476</td>
<td>9.3770</td>
<td>0.0000</td>
</tr>
<tr>
<td>LF</td>
<td>-0.9420*</td>
<td>0.0693</td>
<td>-13.5924</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Note: * and *** indicate the significance at 1% and 10% levels, respectively.

According to the long-run equation obtained from the analysis, the long-run coefficients of all variables in the model are statistically significant. When the coefficients of variables in ARDL Long-run Equation are examined, it is seen that the EKC hypothesis ("Inverted-U" shaped curve) is not valid, but the vi. Case ($\beta_1 > 0, \beta_2 < 0$ and $\beta_3 > 0$) given in Figure 2 is valid, i.e., there is an "N-shaped" relationship between N$_2$O release and economic growth.

$$LN_{it} = 149.2LG_{it} - 14.49(LG)^2_{it} + 0.46(LG)^3_{it} + 2.32LA_{it} - 0.94LF_{it} + \varepsilon_{it} \quad (7)$$

**Figure 3: Graph of the Relationship Between N2O Emissions and Per Capita Income**
According to Equation 7, the increase in economic growth in the countries of the panel will cause N₂O emissions to increase up to the first turning point (26664.8), then it will start to decrease until the second turning point (32830.1). If the second turning point is exceeded, the increase in economic growth will start to cause an increase in N₂O emission again. This relation between N₂O emission and economic growth is given in Figure 3.

As seen in Figure 3, the curve showing the relationship between N₂O and growth is divided into 3 stages. In the first and third stages, economic factors will cause an increase in N₂O emission as the income increases. On the contrary, economic factors will cause N₂O emission to decrease automatically, in the second stage. When countries are placed into the curve according to their GDP per capita values of 2017, it is seen that Bulgaria is the only country in the first stage with a GDP value of 21.3 thousand dollars. Hence, N₂O emissions in the country will increase with economic growth until the GDP per capita reaches $26.6 thousand. Then, as the income exceeds this value, economic factors will automatically cause the N₂O emission to decrease. Therefore, Bulgaria needs to invest in reducing its N₂O emissions until its per capita income reaches $26.6 thousand.

The GDP per capita values of Turkey and Greece and Hungary, located in the second stage of the curve, are 27.9, 29 and 29.5 thousand dollars, respectively. Therefore, until the income level in these countries reaches the level of 32.8 thousand dollars, N₂O emission will be automatically reduced by economic factors as income increases. In other words, investments to reduce N₂O emissions will be unnecessary until the second turning point is reached and will not affect the reduction of emissions.

Rest of the countries of the panel are located in the third stage of the curve. It is clear that economic factors will cause an increase in N₂O emissions with the increase in income in these countries. Therefore, additional investments and sanctions are required in these countries to reduce N₂O emissions.

Also, according to ARDL results, the coefficients of the explanatory variables (LA and LF) were found to be statistically significant. Among the variables, the coefficient of the agricultural land is positive and (2.32), while the coefficient of the forest land variable is negative and (-0.94). Accordingly, the increase in the agricultural area in the countries used in the analysis causes an increase in N₂O emission, on the contrary, the increase in forest assets causes a decrease in N₂O emission. If the values of the coefficients are examined, it is seen that the coefficient of the agricultural land is higher in absolute terms. This means that a 1% reduction in agricultural land will influence N₂O emission approximately 2.5 times more than the increase in forest lands. For this reason, it will be beneficial to implement policies that prioritize reducing agricultural land while increasing forest land to prevent N₂O emissions from causing major problems in the future.

5. CONCLUSION

According to the findings obtained in the study that we conducted to investigate the relationship between N₂O emission and economic growth on the basis of EKC hypothesis using the panel data set, there is a long-run relationship between N₂O emission and income. This relationship does not form an "inverted-U" shaped curve, that is, the EKC hypothesis, but forms an "N" shaped curve. The first and second turning points of this N-shaped curve are $26.6 and $32.8 thousand, respectively. While Bulgaria is the only country located in the first stage of this curve, Turkey, Greece, and the Netherlands are located in the second stage. Rest of the countries of the panel are located in the third stage of the curve, where economic growth increases N₂O emissions. These results show that the additional investments to reduce N₂O emissions in Turkey, Greece, and the Netherlands would be unnecessary, however, the N₂O emissions in the rest of the panel countries would increase unless they
implement additional investments and sanctions in this regard.

It was also determined that the agricultural and forest lands used as explanatory variables have a statistically significant relationship with the N₂O emissions in the long run. While increase of the agricultural lands increase N₂O emissions, increase in the forest lands lead to reduce. In this regard, policies that give importance to productivity rather than size in agricultural lands and that take environmental dimensions into account should be preferred. In this way, while high yields will be obtained from the existing agricultural lands, the reduction of forest lands will be prevented. Moreover, agricultural lands remaining idle as a result of increased yields might be converted to forest land to help to further reduce N₂O emissions. In addition, when the coefficients of these two variables are examined in absolute terms, it is seen that the coefficient of agricultural lands is approximately 2.5 times of the coefficient of forest lands. This shows that a 1% reduction of agricultural areas will correspond to an increase of 2.5% of forest areas. It is clear that the use of new and environmentally friendly technologies that will increase productivity per unit land in agricultural activities will make a great contribution to the reduction of N₂O emissions. Including the agricultural areas, which will not be used as a result of increased productivity and fall into idle position, in the forest lands will contribute to the reduction of N₂O emissions.

In line with the results of this study, when the countries, especially that are in the third stage of the curve, determining the policies to reduce N₂O emissions, should first of all give importance to reduce the agricultural lands and transforming the idle areas into forest land. In this way, they will be able to reduce N₂O emissions both quickly and effectively.
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