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Abstract: Acute intracranial hemorrhages, regardless of their type, are pathologies with high mortality and require rapid diagnosis 
and treatment, however the patient group who will benefit most from early operation is operated later than the patient group with 
less favorable outcome, because they do not admit with a severe clinical presentation. In this study, we aimed to evaluate a deep 
learning model that can distinguish the presence of intracranial hemorrhage in a small data set. Material Method: 3 healthy patients 
and 5 patients with intracranial hemorrhages were randomly seleceted for the study from the qure.ai Cranial CT database. The data 
set was created with a total of 200 CT cross-section images, 100 of which were hemorrhagic and 100 were healthy, and it was divided 
into three groups as training, validation and test set. The artificial neural network was trained in the training set and its accuracy was 
tested in the validation set, the accuracy did not improve after reaching around 80% and the training of the artificial neural network 
was stopped. Later, this artificial neural network was evaluated in the test set. Results: The deep learning model was run on the test 
set. Results were as follows; Sensitivity 90.0%, Specificity: 70.0%, Positive Predictive Value: 75.0%, Negative Predictive Value: 87.5% 
Total Accuracy: 80.0%. The deep learning model made only one false-negative assessment in 20 crosss-sections that it had never seen 
before. As a result, we think that a deep learning model can produce highly accurate results even if they are trained in a small data 
set and potentially be used for rapid triage in emergency departments.
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Özet: Akut kafa içi kanamalar, hangi türden olursa olsun, mortalitesi yüksek, hızlı tanısı ve tedavisi yüksek önem arzeden patolojilerdir, 
ancak erken operasyondan en fazla fayda görecek hasta grubu, gürültülü bir tabloyla gelmediği için, fayda görmeyecek olan hasta 
grubuna göre daha geç opere edilmektedir. Bu çalışmada, küçük bir veri setinde , kafa içi kanamanın varlığını ayırt edebilen bir derin 
öğrenme modelini değerlendirmeyi amaçladık. Materyal Metod: Çalışmaya qure.ai beyin BT veritabanından, 5 intrakraniyal kanamalı 
3 sağlıklı hasta rastgele olarak dahil edildi. 100 adet kanamalı 100 adet de sağlıklı olmak üzere toplamda 200 adet BT kesit görüntüsü 
ile veri seti oluşturuldu, eğitim, doğrulama ve test seti olarak üçe bölündü. Yapay sinir ağı eğitim setinde eğitilerek doğrulama setinde 
hassasiyeti test edildi, hassasiyet %80 dolaylarına çıktıktan sonra sabitlendi ve yapay sinir ağının eğitimi durduruldu. Daha sonra 
bu yapay sinir ağı, test setinde değerlendirildi. Sonuçlar: Derin öğrenme modeli test seti üzerinde çalıştırıldı. Sensitivite %90.0 , 
Spesifite: %70.0 ,Pozitif Prediktif Değer: %75.0 , Negatif Prediktif Değer: %87.5 Toplam Doğruluk: %80.0 olarak geldi. Derin öğrenme 
modeli, daha önce hiç görmediği 20 kesitte, yalnızca 1 defa yanlış negatif değerlendirme yaptı. Neticede, bir derin öğrenme modelinin 
küçük bir veri setinde bile oldukça yüksek doğrulukta sonuçlar çıkarabileceği ve potansiyel olarak acil servislerde hızlı triaj amacıyla 
kullanılabileceğini düşünmekteyiz.
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1.Introduction

Acute intra-cranial hemorrhages, regardless of their type, 
are pathologies with high mortality that require rapid diag-
nosis and treatment [12]. In intracranial hemorrhages, the 
period from admission to the emergency room until the 
skin incision has a significant effect on life expectancy, 
such that some authors recommend intervention within 
the first four hours in acute traumatic bleeding [3]. In a 
study conducted by Tuntanathin et al., this information was 
confirmed, moreover, the “unfavorable outcome” group, 
who would benefit the least from early operation, was put 
into surgery earlier than the patients who would benefit 
more; probably due to the severity of their clinical pres-
entation, and the operation time of “favorable outcome” 
group was prolonged as their initial presentation was not 
as catastrophic as the “unfavorable outcome” group [4].

Machine learning, known as “Artificial Intelligence”, is 
based on the principle of  the computer’s self-learning 
from data without explicit coding, contrary to the usual 
computer algorithms [5]. In recent years, a sub-branch 
called artificial neural networks and deep learning has 
become widespread with the emergence of computers 
with higher processing power. Artificial neural networks 
refer to a mathematical approximation function organized 
similarly to the human nervous system. Machine learning 
methods have been used in many fields of medicine until 
now. In diagnosis of tuberculosis[6] compression fractures 
[7] differentiation of hepatic and pulmonary nodules[8] 
pancreas cancer [9] and coronary diseases [10] It has been 
shown that the algorithms can make estimation with a high 
accuracy, close to an expert clinician.  

Of course, machine learning is neither an alternative nor a 
replacement for the clinician, but will assist the clinician in 
clinical triage and decision-making processes. For exam-
ple, Topol et al., Who established a system to classify brain 
CTs as “critical”, “high importance”  and “routine”, reported 
that they made progress in the speed of clinical diagnosis 
and “early diagnosis of the right patient” [11]. 

Turkey, in terms of Tomography Scans per 1,000 people, 
occupies fourth place after the United States, Iceland and 
Korea according to 2018 OECD data. [12] (Table 1). While 
obtaining this many CT scans alone is a huge burden on 
public finances, when the evaluation and reporting pro-
cess is considered, the dimensions of the high cost will 
be understood more clearly. Automating the imaging deci-
sion and triage evaluation, referring the correct requests 
to the radiologist’s interpretation can prevent an important 
expense in terms of public finance and increase the quality 
of the service provided.

United States 271,5

Korea 228,1

Iceland 227,3

Turkey 225.1

Luxembourg 218.5

Greece 213.9

Belgium 201.9

France 195.7

Denmark 184.6

Austria 183.6

Latvia 180.8

Table 1: OECD 2018 - Total number of Brain CTs obtained 
according to countries.

The aim of this study is to design a simple artificial intel-
ligence algorithm that works with the principle of deep 
learning without a need for high computational process-
ing power and expensive technology investmens, that can 
be established locally in small-sized hospitals in remote 
districts, where there is a tomography machine but not 
always a Radiologist to interpret, and emergency services 
where rapid interpretation of brain CT examinations is 
required. Another aim of our study is to evaluate accuracy 
of this simple artificial intelligence algorithm trained on 
a small database.. The training database of the artificial 
neural network was kept very small in order to meet the 
low processing power precondition and to ensure local 
reproducibility. In total 200 brain CT slices from 8 patients 
were used. We have tested whether artificial intelligence 
algorithms with minimized false negative results can be 
developed even with a very small sample size and a low-
level computer.

2.Materials and Methods 

This study is a retrospective study. The study dataset was 
created with [13] randomly selected patients from the open 
source “qure.ai” database, which contains anonymised 
brain CTs, available online . Since the study was con-
ducted using an anonymised, online and open source data 
set, ethics committee approval was not sought. As for the 
inclusion criteria, 500 brain CT’s evaluated and patients 
were randomly assigned to pathological class, and when 
the pathological class with a predetermined quota for each 
condition was filled, the remaining CT’s of the same pathol-
ogy were excluded and next pathology was searched for 
(one patient each for acute subdural, chronic subdural, 
epidural, parenchymal, subarachnoid classes, and three 
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patients for the healthy group). 

100 hemorrhagic and 100 healthy slices were selected, the 
criteria for selecting 200 slices was reproducibility of the 
results with a middle grade desktop computer. After the 
slices were saved in DICOM format, the necessary DICOM 
pre-processing operations were performed with the 
pydicom library of the Python programming language. First, 
attenuation values in CT (the amount of reduction after the 
x-ray beam passes tissue) were converted to housefield 
units. Later, due to the large range of the housefield unit 
scale, windowing was applied in order to enhance images. 
During this process, 40 to 80 housefield units were cho-
sen as imaging window; values below were accepted as 
equivalent to water and values above equivalent to bone. 
Thus, parenchyma was displayed with the most accurate 
contrast values. 

Figure 1: CT sections were added to the data set by chang-
ing their orientation to enrich the data set.

Later, in order to improve the quality of the images, sec-
tions of image unrelated to the training of the neural 
network, namely the air outside the skull, and the image 
of CT table’s head rest  were deleted to reduce noise in the 
data. For this, a mask was created to surround the cranium 
and brain regions in the image, and the area outside this 
mask was removed from the image. Then the part inside 
the mask was centered on a black background with a size 
of 420x420 pixels. Thus, standardization was achieved in 
training, validation and test images. Finally, an array of size 
200, 420, 420 was obtained that stored the cleaned and 

pre-processed data. Later, due to the large data require-
ments of artificial neural network traininall slices were 
included again in the data set by rotating them at different 
angles, a process calleddata augmentation. (Figure 1)  

Then, three separate groups were determined as training, 
validation and test clusters, randomly. The artificial neural 
network was trained with the training set, its accuracy was 
determined during the training  with the verification set, 
and after the training was finished and model was ready, 
the accuracy of the artificial neural network was tested 
with the test set. A convolutional neural network architec-
ture was used as an artificial neural network, the neural 
network was modeled with the help of Tensorflow and 
Keras libraries.

Figure 2: Deep Learning Model and Structure of Layers

In addition, an accuracy assessment (check_accuracy) 
function was defined for the model to be able to self-eval-
uate during its training and to record the structure in which 
the successful prediction was made, when it made more 
successful predictions than the previous round. False neg-
ative and false positive values were calculated, and with 
the help of these values, Sensitivity, Specificity, positive 
predictive value (PPV) and Negative predictive value (NPV) 
calculations were also embedded in the same function. 
Binary cross-entorpy method was chosen for model loss 
calculation, “rmsprop” as optimizer, and accuracy as evalu-
ation metric during training. The 2D convuliton algorithm 
was used in the intermediate layers of the artificial neu-
ral network and “relu (rectified linear unit)” was used as 
the activation function. Since two results are expected as 
“bleeding” and “no bleeding” in the output layer, the sigmoid 
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activation function was used (Figure 2).

A confusion matrix was drawn for diagnostic accuracy 
assessment. Positive predictive value was calculated from 
true positive, true negative, false positive and false nega-
tive values. 

A total of 8 patients were included in the study, 5 of them 
had signs of bleeding on Brain CT (subdural, subarachnoid, 
intraparenchymal and epidural), while 3 of them had no 
evidence of bleeding on Brain CT.

Slices with positive bleeding findings were selected from 
the brain CTs of patients with bleeding, so that all slices in 
the dataset labeled as “bleeding present” had sign of bleed-
ing. For the dataset labeled as no bleeding, brain CTs of 
healthy patients were transferred as they were, and vertex 
and cervical images were not included in the database in 
order to meet the 100-slice requirement due to the design 
of the study. As a result, 100 sections were labeled as 
“bleeding present” and 100 sections were labeled as “no 
bleeding”. 

Since all of the patients were anonymized, no information 
about their demographic characteristics and clinical condi-
tions could be provided.

3.Results

After the first training of the Artificial Neural Network, it 
was tested in training, verification and test sets. When the 
artificial neural network is tested in the training set, values 
were as follows; True Positive: 71, True Negative: 62, False 
Positive: 21, False Negative: 8 Sensitivity: 89.8, Specificity: 
74.6, Positive Predictive Value: 77.1, Negative Predictive 
Value: 88.5 Total Accuracy: 82.0%.

However, the evaluations made in the training sets in arti-
ficial neural networks are generally not accepted, if the 
training is carried out in a certain closed set and is tested 
in that set, because of a phenomenon called “overfitting”, 
which means  artificial neural network recognize the sam-
ples in the training set at a near perfect rate, and do not 
recognize the samples outside the training set. 

When tested later in the validation set we had similar 
results; True Positive: 11, True Negative: 6, False Positive: 0, 
False Negative: 1 Sensitivity: 91.6, Specificity: 100.0, Positive 
Predictive Value: 100.0, Negative Predictive Value: 85.7 Total 
Accuracy: 94.4%. However, since the validation set was also 
used during the training, success in this set was not con-
sidered an absolute success of the model. (Figure 3) 

Figure 3: Results obtained in the Validation Set

In the next step, considering that false negative evaluation 
will cause death, the data set was imbalanced to increase 
the number of positive (bleeding) sections, and the model 
was retrained through this new data set, in order to reduce 
the rate of false negative evaluation. 

When tested in the training set again after this training, 
True Positive: 71, True Negative: 65, False Positive: 18, 
False Negative: 8 Sensitivity: 89.8, Specificity: 78.3, Positive 
Predictive Value: 79.7, Negative Predictive Value: 89.0 Total 
Accuracy: 83.9%. That is, the number of false negatives 
did not decrease, but the number of false positives was 
decreased and the number of true negatives increased. 

The results did not change when the model trained with the 
imbalanced set was tested in the validation set. 

Finally, in the last stage, when the model is evaluated in 
the test set, which is the set that the model has never 
encountered before; True Positive: 9, True Negative: 7, False 
Positive: 3, False Negative: 1 Sensitivity: 90.0, Specificity: 
70.0, Positive Predictive Value: 75.0, Negative Predictive 
Value: 87.5 Total Accuracy: 80.0%.  The model we trained 
made only one false-negative evaluation in 20 slices that it 
had never encountered before. When the slice of the wrong 
evaluation was examined, it was observed that the slice 
was an epidural hemorrhage with artifacts. (Figure 4)

Since Artificial Neural Networks are nonparametric clas-
sification functions, the confidence interval could not be 
calculated 14 .
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Figure 4: Results Obtained in the Test Set

4.Discussion

The most important limitation of the study is that the 
database was arranged with slices taken from an open 
database, without knowing the patients’ clinical presen-
tation. In addition, the number of patients added to the 
database was kept as low as possible, which can be con-
sidered as a limitation of the study.  

The use of Machine Learning algorithms to distinguish 
bleeding in Brain CT images has become more frequent 
with the widespread use of artificial neural networks and 
deep learning thanks to the increasing computer power. 
Chilamkurthy et al. [13], achieved more than 90% accuracy 
in the classification and detection of intracranial hemor-
rhages, and suggested that artificial intelligence can be 
used in the triage process. While 21.095 Brain CT scans 
were used in their study, in our study, only 8 Brain CT scans 
were selected from the same data set and 200 cross-
sections from these 8 scans were included. Although our 
study is poor in terms of accuracy and depth, it is easily 
reproducible locally and requires very little computational 
resources as it is trained in a very small data set. 

In 2008, Yuh et al. [15] evaluated traumatic brain injuries 
with machine learning algorithms in terms of hemorrhage 
and mass effect, and motion artifacts were identified as 
the main cause of false positive results. In our study, when 
the false positive results were examined, it was seen that 
movement artefacts mainly caused it too.

Hoon Ko et al. In a study by Hoon et al. [16], 4,516,842 brain 
CT images were evaluated using a previously developed 

image recognition algorithm called Xception, in 3 differ-
ent imaging windows (parenchyma, bone and subdural), 
and classification was made for 5 main bleeding types. A 
resulting accuracy of 92% was achieved. In our study, the 
accuracy rate is similar, but the smallness of the data set 
makes the paradigm used in our study more advantageous 
in terms of local reproducibility. In our study, the brain CT 
images are divided into two classes as “bleeding present” 
and “no bleeding”. Although compared to other studies 
in the literature, [17,18] our study is apparently weaker in 
terms of detail and depth, it should be considered that our 
aim to prevent an emergency from being overlooked and 
help the tirage process. 

In conclusion, our study stands out as a rather small and 
modest study when compared to other studies in the litera-
ture. While studies in the literature also have features such 
as classifiying bleeding subtypes [13,17-19], calculating the 
amount of bleeding [13,15] and are run in fairly large data 
sets, our study focused only on distinguishing the presence 
of bleeding. Separating bleeding subtypes is not possible in 
a small dataset like the one we used. However, considering 
the purpose we have defined, it should also be taken into 
account that it may be sufficient to ensure earlier evalua-
tion by Radiologist and shortening the ER door to operating 
table interval for  patients who may require urgent surgical 
intervention.

Our  source codes [20] can be re-used, and if the artifi-
cial neural network used in the study is  trained from the 
beginning it will be observed that similar results can be 
obtained. By changing the dataset and tag file, the effect of 
different datasets can be evaluated.

This study might lead to the development of a system that 
can be used in emergency departments in Turkey. An ideal 
artificial intelligence-based emergency diagnosis system 
should be trained in computers with  powerful proces-
sors on very large databases. After being trained, it should 
receive information directly from the imaging unit in DICOM 
format without losing the attenuation data, then it should 
be able to makes a multi-class classification instead of 
two classes and finally, it is expected to deliver the result 
after the evaluation to the doctor quickly (with the help of 
automatic pager, SMS or computer alerts). If all these con-
ditions are met, we believe that the resulting system will 
both increase survival and quality of service while reduc-
ing costs.
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