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Abstract—In recent years, there has been many work related to the pairing-based cryptosystems. These systems rely on bilinear
non-degenerate maps called pairings, such as Tate pairing defined over elliptic curves. In these systems, there is always a powering
of an element to compute. To do this, one can utilize compressed form of the element in the cyclotomic subgroup of the finite fields
F∗
qk . Compressed form of field elements also gives rise to define new public key cryptosystems that play an important role in

ensuring information security. In this paper, we review how to compute the final powering efficiently. Then we illustrate some
algorithms to compute the power of an element in F∗

qk with k = 2, 3, 4, 6, 10 and propose new formulae for k = 14. We also show
how to define short signature scheme using compressed pairings.
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1. Introduction

From the advent of elliptic curve cryptosystems
(ECC), independently by Miller (1985) and Koblitz
(1987), elliptic curves have been so much interest
from cryptographic researchers. The main reason for
the attractiveness of ECC is the fact that there is no
sub-exponential algorithm known to solve discrete
logarithm problem on a properly chosen elliptic
curve. This means that significantly smaller key
sizes can be used in ECC than in other systems such
as RSA and DSA with equivalent levels of security.
Some benefits of having smaller key sizes include
faster computations, and reductions in processing
power, storage space and bandwidth. This makes
ECC ideal for constrained environments such as
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pagers, PDAs, cellular phones and smart cards.

More recently, elliptic curves have been started to
use widely in pairing-based cryptographic protocols.
These protocols are based on bilinear pairings, the
Weil and Tate pairings derived from certain ellip-
tic curves of embedding degree k with k ≤ 50.
Although, the Weil pairing was initially proposed
in [5] as a suitable construction for the realisation
of such protocols, it is now usually accepted that
the Tate pairing is preferable for its greater effi-
ciency. Efficient computation of the Tate pairing
on supersingular elliptic curves and certain ordinary
curves that are equally suitable for pairing-based
schemes have been suggested in [3], [2], [10]. In
fact, ordinary curves offer more flexibility for the
choice of security parameters [3], [25].

The computation of Tate pairing and its deriva-
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tives called Eta, Ate and R-Ate pairings [1], [16],
[20], [32] consist of two main components, the
Miller’s algorithm that computes the pairing value
and the so-called final exponentiation. The latter
is done by raising the output of pairing value to
the power of (qk − 1)/r to get a unique value
in the group of r-th roots of unity Gr,q,k that is
the subgroup of the cyclotomic subgroup Φk(q)

in the extension fields F∗
qk

. It is well-known that
pairing-based cryptographic protocols require these
components.

In the recent years, there have been several studies
on compressing the elements of certain subgroups
of some field extensions. The compression methods
fall into two categories in these works. They either
use the trace representation of elements or a rational
parametrization of algebraic torus. We only consider
the trace representation in this work.

In 1994, the first proposal is given by Smith
and Skinner [30] using the Lucas sequences. They
showed that the elements of a subgroup Gr,q,2 whose
order r divides Φ2(q) = q + 1 in F∗q2 could be
identified by their traces over Fq. In other words,
the elements of Gr,q,2 can be uniquely identified up
to conjugation using the characteristic polynomials
over Fq. Moreover, they showed that exponentiation
in Gr,q,2 can be efficiently performed using the
trace representation. Their construction provides a
compression factor 2.

Gong and Harn [13] showed that the elements of
a subgroup Gr,q,3 whose order r divides Φ3(q) =

q2 + q + 1 in F∗q3 could be identified with a com-
pression factor 3/2. They also obtained an efficient
exponentiation algorithm for the compressed form
of those elements.

Brouwer, Pellikaan and Verheul [8] obtained a
factor 3 compression by representing the elements
of a subgroup Gr,q,6 whose order r divides Φ6(q) =

q2 − q + 1 in F∗q6 by a pair of elements from

Fq. However, they did not give an algorithm to
exponentiate the elements of Gr,q,6 in compressed
form. In 2000, Lenstra and Verheul [21] showed
that the elements of subgroup Gr,q,6 whose order r
dividing Φ6(q) = q2− q+ 1 in F∗q6 can be uniquely
represented by their traces over Fq2 . They gave a
very efficient exponentiation algorithm in Gr,q,6 with
a factor 3 compression. Verheul et al. in [7] obtained
a precise formulation for representations of elements
in extension fields of arbitrary degree.

In 2004, Giuliani and Gong [11] obtained a factor
5/2 compression in a subgroup Gr,q,10 of order r
dividing Φ10(q) = q4 − q3 + q2 − q + 1 in F∗q10
using the fifth-order characteristic sequences over
Fq2 . They obtained an algorithm to exponentiate
the compressed form of elements in G and also
proposed more efficient algorithm in [12].

More recently, Shirase et al. [27] considered that
the elements of subgroup Gr,q,6 whose order r

dividing q−
√

3q+ 1 in F∗q6 where q = 3t for some
odd t and they showed that those elements in Gr,q,6

can be uniquely represented (up to conjugation)
with a compression factor 6 over Fq. They also
presented an algorithm for exponentiation of those
elements. In 2009, using the same trick in [27],
Karabina [18] observed that the elements of order
dividing q ±

√
3q + 1 in F∗q6 where q = 3t for

some odd t and the elements of order dividing
q ±
√

2q + 1 in F∗q4 where q = 2t for some odd t

can be uniquely represented by their traces over Fq
with a compression factor 6 and 4, respectively. He
presented five exponentiation algorithms for com-
pression factor 4 and six exponentiation algorithms
for compression factor 6. Moreover, he compared
those exponentiation algorithms.

In [19], we obtained a factor 7/3 compression
by representing the elements of a subgroup Gr,q,14

whose order r divides Φ14(q) = q6− q5 + q4− q3 +

q2− q+ 1 in F∗q14 by a triple of elements from Fq2 .
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However, we have not found an algorithm yet to
exponentiate the elements of Gr,q,14 in compressed
form.

This paper is organized as follows. In Section
2, we review mathematical concepts related to the
bilinear pairings, Tate pairing and the final exponen-
tiation. In Section 3, we discuss compressed form
of the field elements and provide explicit formulae
to represent those elements. We also give the re-
lated exponentiation algorithms. In Section 4, we
describe compressed pairings used in cryptographic
protocols.

2. Mathematical Background

2.1. Bilinear Pairings

Let G1, G2 and G3 be cyclic groups of order n. A
bilinear pairing e is an efficiently computable map

e : G1 ×G2 −→ G3

such that

• (bilinearity) For all P ∈ G1, Q ∈ G2 and a, b ∈
Z, e(aP, bQ) = e(P,Q)ab.

• (non-degeneracy) For all P ∈ G1 with P 6=
IdG1 , there is some Q ∈ G2 such that e(P,Q) 6=
IdG3 . For all Q ∈ G2 with Q 6= IdG2 , there is
some P ∈ G1 such that e(P,Q) 6= IdG3 .

There are many pairing-based protocols using the
properties of the bilinear pairings. In this study, we
will only give one of the most important protocol
which is called short signature scheme by Boneh,
Lynn and Shacham (BLS) [6]: Let P ∈ G1 such
that G1 =< P > of order n.

• Key Generation : Pick a random c ∈ Z∗n and
compute cP . The secret key is c and the public
key is cP .

• Sign : Let H : {0, 1}∗ → G∗1 be a cryptographic
hash function. Given a secret key c and a

message m ∈ {0, 1}∗, compute the signature
S = cH(m) ∈ G1.

• Verify : Given a public key cP , a mes-
sage m and a signature S, verify e(P, S) =

e(cP,H(m)).

Weil and Tate pairings on elliptic curves over
finite fields are the classical examples of bilinear
pairings used in pairing-based cryptographic proto-
cols. The derivatives of the Tate pairing was defined
later which are also used in protocols.

Let E be an elliptic curve over a finite field Fq
of characteristic p with the identity element ∞.
Let r be the largest prime divisor of the group of
order n = #E(Fq) which is co-prime to q. The
embedding degree of E is defined to be the smallest
integer k such that r | qk − 1. Let P ∈ E(Fqk)

such that rP = ∞. Then P has an order r and
call it an r-torsion point. We denote the group of r-
torsion points in E(Fqk) by E(Fqk)[r]. Furthermore,
rE(Fqk) = {rP | P ∈ E(Fqk)} is a subgroup of
E(Fqk) and the quotient group E(Fqk)/rE(Fqk) is
a group of exponent r. Let Q ∈ E(Fqk)/rE(Fqk)

and consider the divisor D = (Q+R)− (R) with a
random point R ∈ E(Fqk) such that D is co-prime
with (P )−(∞). In the light of the above primitives,
we define the Tate pairing in the following map:

〈·, ·〉r : E(Fqk)[r]× E(Fqk)/rE(Fqk) → F∗qk/(F
∗
qk)r

(P,Q) 7→ fr,P (D)

It is clear that one can think of the quotient group
F∗
qk
/(F∗

qk
)r as the set of equivalence classes of F∗

qk

under the equivalence relation a ≡ b if and only if
there exists c ∈ F∗

qk
such that a = bcr. This means

that the Tate pairing is only defined up to a multiple
by an r-th power in F∗

qk
. It is necessary to get a

unique value for most applications in cryptography.
Therefore, the reduced Tate pairing is defined as

er(P,Q) = fr,P (D)(qk−1)/r.
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Here, raising the output fr,P (D) to the power of
(qk − 1)/r is known as the final exponentiation.
This operation is also used for the derivatives of
the Tate pairing. The Tate pairing is computed
by Miller’s algorithm [24], efficiently. For a more
detailed background, one can refer to the chapter 9
of [4].

2.2. The Final Powering

The exponentiation needed by the reduced
Tate pairing (and its derivatives) er(P,Q) =

fr,P (D)(qk−1)/r has been efficiently computed for
supersingular elliptic curves with embedding degree
k = 2, 4, 6 in [2]. Later, this is carried out in [23]
as we explain now : Assume that the Tate pairing
value obtained by Miller’s algorithm is a. We will
now exponentiate a by qk−1

r
. To do this, we first

write

qk − 1 =
∏
d|k

Φd(q).

Since k is the embedding degree, r has to divide
cyclotomic polynomial Φk(q) (not to smaller degree
of it). We compute b = ac, where

c =
∏

d|k,d<k

Φd(q).

Since Φk(q)
r

is an integer, we obtain the output
bΦk(q)/r using a standard exponentiation algorithm.
We note that this method is faster than the previous
approach given for supersingular elliptic curves in
[2].

Example 1: Let Fq2 = F(α) ∼= Fq[x]/ < x2−δ >.
Then we can write an element a ∈ Fq2 in the form
a = u+αv, where u, v ∈ Fq and α2 = δ. It is clear
that q2 − 1 = Φ2(q)Φ1(q) and r | Φ2(q) = q + 1.
We have

b(q+1)/r = (aq−1)(q+1)/r = (
u− αv
u+ αv

)(q+1)/r.

Since

b =
u− αv
u+ αv

=
u2 − v2

u2 + v2
− α 2uv

u2 + v2
,

the field element b becomes ”unitary” ([17], [28]).
In other words, bb̄ = 1, where b̄ is the conjugate of b
in Fq2 . Then, we compute b(q+1)/r using a standard
exponentiation algorithm to obtain a(q2−1)/r. As a
result, we have effectively halved the size of the
final powering using this approach.

Remark 1: For k = 2d, the final exponent can be
written by

qk − 1

r
= (qd − 1)

(qd + 1)

Φd(q)

Φd(q)

r
.

After raising to the power of qd − 1, the field
element becomes unitary. This property gives us two
important implications:

(i) squaring of unitary elements is significantly
cheaper than squaring of non-unitary elements.

(ii) for unitary elements, any future inversions can
be implemented by simple conjugation.

3. Compression in Finite Fields

We first describe a method to represent elements
of cyclotomic subgroups in Fqk with fewer bits. This
is so called compressed form of those elements in
Fqk . A cyclotomic subgroup Gr,q,k in Fqk is defined
to be a subgroup of prime order r with r | Φk(q)

and r - k. We now show that the relationships
between coefficients of minimal polynomials for the
elements of a cyclotomic subgroup Gr,q,k and the
corresponding linear recurrence relation. For more
details and proofs, we refer the reader to look at [7].

Let α be an element of a cyclotomic subgroup
Gr,q,k, where k ≥ 2. Let

fα(x) = xn−a1x
n−1+· · ·+(−1)n−1an−1x+(−1)nan

be the minimal polynomial of α over Fqd for some
d dividing k with n = k/d > 1. Then an = 1. It
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is clear that for 1 ≤ i ≤ n, ai’s are the elementary
symmetric functions in variables α, αq, . . . , αq

n−1 ,
namely

a1 =
n−1∑
i=0

αq
i

, a2 =
∑
i<j

αq
i+qj , . . . , an =

n−1∏
i=0

αq
i

.

The polynomial fα(x) allows us to introduce the
n-th order linear recurrence relation {si} which is
defined by

st = a1st−1 − a2st−2 + · · · − (−1)nst−n, t ≥ n.

The sequence {si} of elements in Fqd with fixed
initial conditions

si = Tr(αi) = αi + αiq + . . .+ αiq
n−1

for i = 0, · · · , n − 1 is called the n-th order
characteristic sequence over Fqd generated by α.
Here, Tr : Fqn → Fq is the Trace map.

For any integer m, the minimal polynomial of αm

is

fαm(x) = xn − a1,mx
n−1 + a2,mx

n−2 − · · ·
+(−1)n−1an−1,mx+ (−1)n,

whose roots are αmqi for i = 0, · · · , n − 1. Hence,
we may represent αm (and its conjugates) by the
set {a1,m, a2,m, · · · , an−1,m}, where the elements are
written by

ai,m =
∑

0≤j1≤···≤ji≤n−1

αm(qj1+qj2+···+qji ).

It follows from the equation above ai,m =

an−i,−m. The Newton’s Formula [22] tells us
that for any i ∈ {1, · · · , n − 1}, we can effi-
ciently obtain {a1,m, a2,m, · · · , ai,m} from the set
{sm, s2m, · · · , sim} and vice-versa using the follow-
ing equalities:

sim = a1,ms(i−1)m − a2,ms(i−2)m + · · ·
−(−1)iiai,m

ai,m = i−1
(
(−1)i+1sim + · · ·+ ai−1,msm

)

In this section, our goal is to obtain shorter represen-
tation of αm. Thus, we now descibe two significant
cases:

1 If k = 2l is even, then α ∈ Fq2l has order
dividing ql+1. This implies that αmql = α−m.
Therefore, for i = 1, · · · , n− 1, we have

an−i,m = ai,−m

=
∑

0≤j1≤···≤ji≤n−1

α−m(qj1+qj2+···+qji )

=
∑

0≤j1≤···≤ji≤n−1

αmq
l(qj1+qj2+···+qji )

= aq
l

i,m

Hence, we may represent αm (and its conju-
gates) by the set {a1,m, · · · , a(n−1)/2,m}.

2 If k = 2l with d | l, then we have an−i,m = aq
l

i,m

for i = 1, · · · , n− 1 from the previous result.
Since d | l, i.e., n = k/d is even, we obtain
aq

l

i,m = ai,m and the result follows. Hence, we
may represent αm (and its conjugates) by the
set {a1,m, · · · , an/2,m}.

Lemma 1: [7] Let k = de, with e > 1. Then for
any element α of a cyclotomic subgroup Gr,q,k and
for any integer m, αm can be represented by the
following number of elements, #Rαm , in Fqd:

#Rαm =


e− 1, if de is odd
e−1

2
, if d is even and e is odd

e
2
, if e is even

3.1. Compression Factor 2

Let α be any element of Gr,q,2 in F∗q2 and let

fα(x) = x2 − a1x+ 1

be the minimal polynomial of α over Fq. The
polynomial fα(x) allows us to introduce the second-
order linear recurrence relation {si} which is de-
fined by

st+2 = a1st+1 − st.
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For any integer m, the minimal polynomial of αm

over Fq is

fαm(x) = x2 − a1,mx+ 1,

where a1,m = sm = Tr(αm) = αm + αmq. The
sequence {a1,m} which is so called Lucas sequence
is defined by the following recurrence relations:

a1,0 = 2, a1,1 = a1, a1,u+1 = a1a1,u − a1,u−1.

Smith and Skinner [30] showed that the elements
of Gr,q,2 in F∗q2 could be identified by {a1,m} only
1/2 as many as in the ordinary case. More precisely,
the elements of Gr,q,2 can be uniquely determined
by their traces over Fq. This construction yields a
compression factor 2.

The Lucas sequence {a1,m} can be efficiently
computed in Algorithm 1 depending on the follow-
ing properties

a1,u+v = a1,ua1,v − a1,u−v

a1,2u = a2
1,u − 2

for u, v ∈ Z.

Algorithm 1 Computing Lucas Sequence
Require: a1 ∈ Fq and m =

∑t
j=0mj2

j ∈ Z+ with
mt = 1

Ensure: (a1,m, a1,m+1)

1: (a1,y, a1,y+1)← (2, a1)

2: for j ← t to 0 do
3: if mj = 1 then
4: a1,y ← a1,ya1,y+1−a1, a1,y+1 ← a2

1,y+1−2

5: else
6: a1,y ← a2

1,y − 2, a1,y+1 ← a1,ya1,y+1 − a1

7: end if
8: end for
9: return (a1,y, a1,y+1)

Yen and Laih [31] developed the algorithms using
the property of Lucas sequence given above that

could also be derived from the equations 3.8 and
3.9 in [29]. Algorithm 1 is based on the left-to-
right scanning approach and the other which is
not given in this study is based on the right-to-
left scanning approach. The computational cost of
both algorithms is 2 + 2 blog2mc multiplications in
Fq, where b c denotes the greatest integer function.
However, right-to-left scanning one requires more
temporary memories.

3.2. Compression Factor 3/2

Let α be any element of Gr,q,3 in F∗q3 and let

fα(x) = x3 − a1x
2 + a2x− 1

be the minimal polynomial of α over Fq. The poly-
nomial fα(x) allows us to introduce the third-order
linear recurrence relation {si} which is defined by

st+3 = a1st+2 − a2st+1 + st.

For any integer m, the minimal polynomial of αm

over Fq is

fαm(x) = x3 − a1,mx
2 + a1,−mx− 1,

where a1,m = sm = Tr(αm) = αm + αmq + αmq
2 .

Gong and Harn [13] showed that the elements of
Gr,q,3 in F∗q3 could be identified by {a1,m, a1,−m}
with a compression factor 3/2 using the above
procedure. They also obtained an efficient exponen-
tiation algorithm for the compressed form of those
elements in Algorithm 2. To do this, they used the
following relations

a1,u+v = a1,ua1,v − a1,u−va1,−v + a1,u−2v

a1,2u = a2
1,u − 2a1,−u

for u, v ∈ Z.
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Algorithm 2 Computing the third-order sequences
{a1,m} and {a1,−m}
Require: a1, a2 ∈ Fq and m =

∑t
j=0 mj2

t−j ∈ Z+ with T0 =

m0 = 1, Ti = mi + 2Ti−1 for 1 ≤ i ≤ t and so Tt = m

Ensure: (a1,m−1, a1,m, a1,m+1)

1: (a1,Ti−1, a1,Ti , a1,Ti+1)← (3, a1, a
2
1 − 2a2)

2: for j ← 0 to t do
3: if mj = 1 then
4: a1,Ti−1 ← a2

1,Ti−1
− 2a1,−Ti−1

5: a1,Ti ← a1,Ti−1a1,Ti−1+1 − a1a1,−Ti−1 + a1,−(Ti−1−1)

6: a1,Ti+1 ← a2
1,Ti−1+1 − 2a1,−(Ti−1+1)

7: else
8: a1,Ti−1 ← a1,Ti−1a1,Ti−1−1−a2a1,−Ti−1 +a1,−(Ti−1+1)

9: a1,Ti ← a2
1,Ti−1

− 2a1,−Ti−1

10: a1,Ti+1 ← a1,Ti−1a1,Ti−1+1 − a1a1,−Ti−1 + a1,−Ti−1−1

11: end if
12: end for
13: return (a1,Ti−1, a1,Ti , a1,Ti+1)

In Algorithm 2, to compute {a1,−m}, Ti and Ti−1

should be respectively replaced by −Ti and −Ti−1.
Using Algorithm 2 to calculate a pair of the m-th
term a1,m and a1,−m needs 9 log2m multiplications
in Fq on the average. This method is more efficient
than Fiduccia’s algorithm using modulo polynomial
in [9]. Gong, Harn and Wu [14] also proposed much
more efficient algorithm that utilizes the signed-
digit representation. Using this representation to
calculate a pair of the m-th term a1,m and a1,−m

needs 4 log2m multiplications in Fq on the average.
This method is optimized where q is a prime or a
power of prime p in [15].

3.3. Compression Factor 3

Let α be any element of Gr,q,6 in F∗q6 . Then the
conjugates over Fq2 of α ∈ Fq6 are α, αq2 and αq4 .
Therefore, we obtain a1 = TrFq6/Fq2

(α) = αm +

αmq
2

+ αmq
4 . The conjugates of α ∈ Gr,q,6 are also

α, αq−1 and α−q because q2 ≡ q−1 (mod q2−q+1)

and q4 ≡ −q (mod q2 − q + 1). This implies that
the second elementary symmetric function is a2 =

ααq
2
+ααq

4
+αq

2
αq

4
= aq1. Therefore, the minimal

polynomial of α over Fq2 is

fα(x) = x3 − a1x
2 + aq1x− 1.

For any integer m, the conjugates of αm are the
roots of the polynomial

fαm(x) = x3 − a1,mx
2 + aq1,mx− 1

over Fq2 . The latter polynomial is fully determined
by {a1,m}.

Lenstra and Verheul introduced XTR cryptosys-
tem in [21] using the above procedure. They showed
that the elements of Gr,q,6 in F∗q6 could be identified
by {a1,m} over Fq2 with a compression factor 3.

The XTR exponentiation {a1,m} can be efficiently
computed in Algorithm 3 ([21], Algorithm 2.3.7)
using the following relations

a1,u+v = a1,ua1,v − aq1,va1,u−v + a1,u−2v

a1,2u = a2
1,u − 2aq1,u

for u, v ∈ Z.

Algorithm 3 Computing XTR exponentiation
Require: a1 ∈ Fq2 and m =

∑t
j=0mj2

j ∈ Z+ with
mt = 1

Ensure: (a1,2m, a1,2m+1, a1,2m+2)

1: (a1,y−1, a1,y, a1,y+1)← (3, a1, a
2
1 − 2aq1)

2: for j ← t to 0 do
3: if mj = 1 then
4: a1,y−1 ← a2

1,y − 2aq1,y
5: a1,y ← a1,y+1a1,y − aq1,ya1 + aq1,y−1

6: a1,y+1 ← a2
1,y+1 − 2aq1,y+1

7: else
8: a1,y−1 ← a2

1,y−1 − 2aq1,y−1

9: a1,y ← a1,y−1a1,y − aq1,ya
q
1 + aq1,y+1

10: a1,y+1 ← a2
1,y − 2aq1,y

11: end if
12: end for
13: return (a1,y−1, a1,y, a1,y+1)
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Lenstra and Verheul [21] showed that the compu-
tational cost of the XTR exponentiation {a1,m} was
8 log2m multiplications in Fq.

3.4. Compression Factor 5/2

Let α be any element of Gr,q,10 in F∗q10 and let

fα(x) = x5 − a1x
4 + a2x

3 − ap2x2 + ap1x− 1

be the minimal polynomial of α over Fq2 . The poly-
nomial fα(x) allows us to introduce the fifth-order
linear recurrence relation {si} which is defined by

st+5 = a1st+4 − a2st+3 + ap2st+2 − ap1st+1 + st.

For any integer m, the minimal polynomial of αm

over Fq2 is

fαm(x) = x5−a1,mx
4 +a2,mx

3−ap2,mx2 +ap1,mx−1,

where

a1,m = sm = TrFq10/Fq2
(αm) =

4∑
i=0

αmq
2i

,

with the initial conditions a1,−1 = ap1, a1,0 = 5,
a1,1 = a1, a1,2 = a2

1− 2a2, a1,3 = a3
1− 3a1a2 + 3ap2,

and

a2,m = TrFq10/Fq2

(
αm(q2+1) + αm(q4+1)

)
=

∑
0≤i<j≤4

αmq
2i+mq2j .

Giuliani and Gong [11] showed that the elements
of Gr,q,10 in F∗q10 could be identified by {a1,m, a2,m}
over Fq2 with a compression factor 5/2 using the
above procedure. They obtained an algorithm, Al-
gorithm 4, to compute the compressed form of those
elements using the following fact.

Lemma 2: For all integers u and v, we have the
following:

(1) a1,2u = a2
1,u − 2a2,u

(2) a2,2u = a2
2,u + 2ap1,u − 2a1,ua

p
2,u

(3) a1,3u = a3
1,u − 3a1,ua2,u + 3ap2,u

(4) a2,3u = a3
2,u − 3ap1,ua2,u − 3a1,ua2,ua

p
2,u

+3a2
1,ua

p
1,u + 3a2p

2,u − 3a1,u

(5) a1,u+v = a1,ua1,v − a1,u−va2,v + a1,u−2va
p
2,v

−a1,u−3va
p
1,v + a1,u−4v

(6) 3a2,u+v = ap1,ua2,u−v − a2,ua2,v + a1,ua1,va1,u+v

−a1,u−2va1,u−v + a1,2u−3v

−a1,u+2va1,u − a1,2u+va1,v + a2
1,u+v

Algorithm 4 Computing the fifth-order sequences
{a1,m} and {a2,m}
Require: a1, a2 ∈ Fq2 and m =

∑n
j=0 cj3

j with
cj = {−1, 0, 1}

Ensure: (a1,m, a2,m)

1: a1,y ← (a1,−1, a1,0, a1,1, a1,2, a1,3)

2: a2,y ← (a2,−1, a2,0, a2,1, a2,2, a2,3)

3: l← 1

4: for i← n− 1 to 0 do
5: if ci = −1 then
6: a1,y ← (a1,3l−3, a1,3l−2, a1,3l−1, a1,3l, a1,3l+1)

7: a2,y ← (a2,3l−3, a2,3l−2, a2,3l−1, a2,3l, a2,3l+1)

8: end if
9: if ci = 0 then

10: a1,y ← (a1,3l−2, a1,3l−1, a1,3l, a1,3l+1, a1,3l+2)

11: a2,y ← (a2,3l−2, a2,3l−1, a2,3l, a2,3l+1, a2,3l+2)

12: end if
13: if ci = 1 then
14: a1,y ← (a1,3l−1, a1,3l, a1,3l+1, a1,3l+2, a1,3l+3)

15: a2,y ← (ta2,3l−1, a2,3l, a2,3l+1, a2,3l+2, a2,3l+3)

16: end if
17: l← 3l + ci
18: end for
19: return (a1,y, a2,y)

In Algorithm 4, they showed that a pair of the
m-th term a1,m and a2,m needs 108.5 log2m multi-
plications in Fq on the average. Later, Quoos and
Mjølsnes gave an algorithm for computing these
sequences in [26]. The computational cost of their
algorithm was found to be 102 log2m multiplica-
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tions in Fq. Giuliani and Gong [12] also proposed
a new algorithm called the Diagonal Double-Add
(DDA) algorithm to calculate the m-th term of the
sequences {a1,m} and {a2,m}. This algorithm is
more efficient than the previous one and Fiduccia’s
algorithm that needs 74 log2m multiplications in Fq.

3.5. Compression Factor 4 and 6

Let q = 3t for any odd integer t, i.e. t = 2l + 1.
Then

√
3q = 3l+1 is an integer and

q2 − q + 1 = (q +
√

3q + 1)(q −
√

3q + 1).

Shirase et al. introduced the improved version of
XTR [27]. They considered that the elements of
Gr,q,6 with r | q −

√
3q + 1 in F∗q6 and showed that

those elements can be uniquely represented {a1,m}
(up to conjugation over Fq) with a compression
factor 6. They also presented an exponentiation
algorithm of those elements using an analogue of
the Lenstra-Verheul algorithm and the following
equalities

a1,m = TrFq6/Fq(α
m) = αm + αmq + · · ·+ αmq

5

,

b1,m = TrFq6/Fq2
(αm) = αm + αmq

2

+ αmq
4

,

where a1,m = b1,m + bq1,m. They showed that com-
puting a1,m takes about 8 log2m+2 blog2(t− 1)c+
HW (t − 1) + 2 multiplications in Fq, where b c
and HW denote the greatest integer function and
Hamming weight function, respectively. If a1,m is
given, then b1,m can be obtained efficiently using
the following polynomial

x2 − a1,mx+ a
√

3q
1,m .

In fact, b1,m and bq1,m are the roots of the above
polynomial.

Later, using the same trick in [27], Karabina [18]
showed that the elements of Gr,q,6 with r | q∓

√
3q+

1 in F∗q6 , where q = 32l+1 can be uniquely repre-
sented by their traces over Fq with a compression

factor 6. He presented six exponentiation algorithms
and compared them. The first works directly using
the following polynomial

f(x) = x6 − a1,mx
5 + (at1,m + a1,m)x4

−(a2
1,m + at1,m + 2)x3 + (at1,m + a1,m)x2

−a1,mx+ 1,

where t = ∓3l+1 is the trace of the Frobenius. This
algorithm is 59% faster than the algorithm proposed
by Shirase et al. in [27].

He also achieved compression factor 4 for the
subgroups Gr,q,6 with r | q∓

√
2q+ 1 in F∗q4 , where

q = 2t for some odd t, i.e., t = 2l+1. He presented
five exponentiation algorithms for compression fac-
tor 4 and compared them. His first algorithm works
directly with the polynomial

f(x) = x4 + a1,mx
3 + at1,mx

2 + a1,mx+ 1,

where t = ∓2l+1.

3.6. Compression Factor 7/3

We consider the elements of Gr,q,14 in F∗q14 and
showed that any positive power m of those elements
could be identified by {a1,m, a2,m, a3,m} over Fq2
with a compression factor 7/3 in [19]. Namely, let
α be any element of Gr,q,14 in F∗q14 and let

fα(x) = x7−a1x
6+a2x

5−a3x
4+ap3x

3−ap2x2+ap1x−1

be the minimal polynomial of α over Fq2 . For any
integer m, the minimal polynomial of αm over Fq2
is

fαm(x) = x7 − a1,mx
6 + a2,mx

5 − a3,mx
4

+ap3,mx
3 − ap2,mx2 + ap1,mx− 1,

where

a1,m = sm = TrFq14/Fq2
(αm) =

6∑
i=0

αmq
2i

,

9
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a2,m = TrFq14/Fq2

(
αm(q2+1) + αm(q4+1) + αm(q6+1)

)
=

∑
0≤i<j≤6

αmq
2i+mq2j ,

and

a3,m = TrFq14/Fq2

(
αm(q4+q2+1) + αm(q6+q2+1)

+αm(q8+q2+1) + αm(q8+q4+1)

+αm(q10+q2+1)
)

=
∑

0≤i<j<k≤6

αmq
2i+mq2j+mq2k .

We have the following recurrence relations related
to the sequences {a1,m}, {a2,m} and {a3,m}, but
we could not find yet any efficient polynomial
time algorithm to compute the m-th term of these
sequences.

Lemma 3: For all integers u and v, we have the
following:

(1) a1,2u = a2
1,u − 2a2,u

(2) a2,2u = a2
2,u + 2ap3,u − 2a1,ua3,u

(3) a3,2u = a2
3,u − 2ap1,u + 2a1,ua

p
2,u − 2a2,ua

p
3,u

(4) a1,3u = a3
1,u − 3a1,ua2,u + 3a3,u

(5) a1,u+v = a1,ua1,v − a1,u−va2,v + a1,u−2va3,v

−a1,u−3va
p
3,v + a1,u−4va

p
2,v

−a1,u−5va
p
1,v + a1,u−6v

(6) a2,u+v = a2,ua2,v − ap3,va2,u−v − ap1,va2,u−2v

+(a1,u−2va1,u−v − a1,2u−3v)a
p
2,v

+a1,u−va1,u−4v + a1,u−2va1,u−3v

+(a1,2u−4v − a1,u−va1,u−3v)a
p
1,u

−a1,ua1,va1,u+v + a1,va1,2u+v

+a1,ua1,u+2v − 2a1,2u+2v

+a2
1,u+v − 2a1,2u−5v

(7) a3,u+v = a3,ua3,v − ap1,va3,u−v + a1,u−2va2,u−v

+(2a1,u+v − a1,ua1,v)a2,u+v

+(a1,va1,u+2v − a1,u+3v)a2,u

+(a1,ua1,2u+v − a1,3u+v)a2,v

−a1,u−va1,2u−3v + a1,3u−4v

+2a1,ua1,2u+3v + 2a1,va1,3u+2v

+2(a1,u+v − a1,ua1,v)a1,2u+2v

+a1,ua1,va
2
1,u+v − a1,ua1,u+va1,u+2v

−a1,va1,u+va1,2u+v + a1,u+2va1,2u+v

−a1,u+va2,ua2,v − 3a1,3u+3v − a3
1,u+v

Proof.

a21,u = (

6∑
i=0

αuqi)2 = (

6∑
i=0

α2uqi) + 2(
∑

0≤i<j≤6

αu(qi+qj))

= a1,2u + 2a2,u

a22,u = (
∑

0≤i<j≤6

αu(qi+qj))2

= a2,2u + 2
( ∑

0≤i<j<k≤6

(αu(2qi+qj+qk) + αu(qi+2qj+qk)

+αu(qi+qj+2qk)) + 3
∑

0≤i<j<k<l≤6

(αu(qi+qj+qk+ql))
)

= a2,2u + 2
( 6∑

i=0

αuqi
∑

0≤i<j<k≤6

αu(qi+qj+qk)

−
∑

0≤i<j<k<l≤6

αu(qi+qj+qk+ql)
)

= a2,2u + 2a1,ua3,u − 2ap3,u,

which prove (1) and (2). The rest can be similarly
proven. �

4. Compressed Pairings

The compressed reduced Tate pairing (and its
derivatives) εr(P,Q) is defined by Tr(er(P,Q)) =

Tr(fr,P (D)(qk−1)/r) in [28]. This corresponds to
the first elementary symmetric function a1,m of the
minimal polynomial for any elements αm of the
cyclotomic subgroup Gr,q,k in F∗

qk
. It is convenient

to extend the definition εr(P,Q) by considering
Lemma 1 when computing pairing values repre-
sented more than one element. This is done by using
the Newton’s Identity.

Some pairing-based cryptographic protocols have
been used to take a profit from compressed pairings.
The classical example is the BLS short signature
scheme that was given in Section 2. We will now
give the modified signature scheme for compressed
pairings as follows [28]: Let P ∈ E(Fqk) such that
G1 =< P > of order n.

10
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• Key Generation : Pick a random c ∈ Z∗n and
compute cP . The secret key is c and the public
key ξ is the x coordinate of the point cP .

• Sign : Let H : {0, 1}∗ → G∗1 be a cryptographic
hash function. Given a secret key c and a
message m ∈ {0, 1}∗, compute S = cH(m) ∈
E(Fqk). The signature σ is the x coordinate of
the point S = cH(m), which is an element of
Fqk .

• Verify : Given a public key ξ, a
message m and a signature σ, verify
e(P,±S) = e(±cP,H(m)) or e(P,±S) =

e(±cP,H(m))−1.

Using the property that any pairing value
is unitary, one can simply check whether
Tr(e(P,±S)) = Tr(e(±cP,H(m))) to verify
BLS signature scheme.

5. Conclusions

In this paper, we showed explicitly how the final
exponentiation is related to the linear recurrence
relations, and studied the work done in the liter-
ature. Moreover, for embedding degree k = 14,
we developed several recurrence relations related to
the sequences {a1,m}, {a2,m} and {a3,m}; however,
we could not get any polynomial time algorithm to
compute the m-th term of them which is left as an
open problem.
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