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Abstract: This study is about the development and validation process of the 

Computerized Oral Proficiency Test of English as a Foreign Language 

(COPTEFL). The test aims at assessing the speaking proficiency levels of 

students in Anadolu University School of Foreign Languages (AUSFL). For 

this purpose, three monologic tasks were developed based on the Global Scale 

of English (GSE, 2015) level descriptors. After the development of the tasks, 

it was aimed to develop the COPTEFL system and then compare the test 

scores and test-takers’ perspectives on monologic tasks between the 

COPTEFL and the face-to-face speaking test. The findings from these 

quantitative and qualitative analyses provided substantial support for the 

validity and reliability of the COPTEFL and inform the further refinement of 

the test tasks. 

1. INTRODUCTION 

Testing students’ overall language ability in an efficient manner is one of the primary challenges 

faced by large-scale preparatory school programs in the universities of Turkey (Aydın et al., 

2016). The demands of efficiency often take precedence over in the proficiency tests of these 

programs and as a result, in most cases, the administrations of oral proficiency tests are not held 

for reasons of impracticality and difficulty of implementation (Aydın et al., 2016; 2017). That 

is, the administration of oral proficiency testing is a time consuming and labor-intensive process 

(Kenyon & Malabonga, 2001; Mousavi, 2007). For example, the employment of a trained 

interviewer, such as in the face-to-face oral proficiency interviews, brings about its logistical 

issues when large numbers of test-takers are to be tested. Other practices, such as paired or 

group testing procedures, also consume much time and attention in the process of the 

administrations and are most feasible for small-scale assessments (Malabonga, Kenyon & 

Carpenter, 2005). Thus, the demands for testing speaking make it impractical to systematically 

measure in foreign language programs. For this reason, many institutions don’t even try to test 
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speaking skills (Aydın et al., 2016). 

Due to not given the same evaluative attention as the other skills, Turkish learners of English 

do not experiment with the oral language as much as they do with the written language. This 

situation, in turn, causes a lack of motivation for the achievement of communicative oral skills 

on the part of the students (Aydın et al., 2016). Harlow & Caminero (1990) articulated this point 

as: “If we pay lip service to the importance of oral performance, then we must evaluate that oral 

proficiency in some visible way” (p.489). Indeed, most English language instructors in Turkey 

are well aware of the importance and necessity to test directly the speaking skill in the 

proficiency tests. Teachers, however, are confronted with the fact that there does not exist an 

oral proficiency instrument or a model that is easy to implement for a large group of students 

in terms of time and logistics. One of the current studies on this topic was conducted by Aydın 

et al. (2016) in which they carried out a series of interviews with the administration of twelve 

schools of foreign languages in Turkey. There were two purposes that leading this study. First, 

it was aimed to explore the practices used by the universities to prepare reliable and valid 

language proficiency and to discuss the feasibility of these practices in their contexts. Second, 

it was aimed to collect opinions from these state universities in Turkey about the use of 

computer-assisted assessment techniques in the assessment of language proficiency, as well as 

to identify the existing practices if there any. The findings of the study revealed a detailed 

picture of the present practices of universities concerning language proficiency tests. The most 

prominent findings of the study showed that (1) all institutions believe the importance of 

including four skills in a proficiency test; namely reading, listening, writing, and speaking. Yet, 

most of them cannot test the speaking skill due to practical reasons; (2) most of the institutions 

refer to not having sufficient human resources and technical equipment for the preparation, 

administration, and assessment procedures of proficiency tests. These tests are mostly prepared 

and administered by the instructors assigned for this job or volunteers to do it. The number of 

staff in testing units who received education in assessment and evaluation is quite low; (3) they 

also state experiencing certain problems in the administration of proficiency tests. Accordingly, 

it is not possible to pilot the tests due to time limitations both for administration and assessment 

procedures. Due to the high number of students, tests are provided in multiple-choice format 

and the statistical analyses of test results are not done by experts in most institutions because of 

the reasons mentioned above. Within the purpose of this study, particularly about  the speaking 

skill, the data gathered from the leading universities of Turkey clearly show that among all 

skills, testing oral proficiency is referred to as the most problematic one which results in not 

testing at all. The results, all in all, clearly depict the lack of agreed content and the 

administration and assessment of the framework for proficiency tests. However, establishing 

certain standards in foreign language education seems inevitable to catch up with the developed 

countries with regard to internationally recognized language tests in terms of validity, 

reliability, and usability. In this regard, all the universities that participated in the study 

emphasize the necessity of establishing certain standards in foreign language education. Also, 

all of them except one state that they support the idea of developing a nation-wide proficiency 

test by using technology.  

When we have a look at the studies on educational technology, we see that with the recent 

advancements in computer technology, the use of computers in the delivery of oral proficiency 

tests has begun appealing due to its potential benefits such as increased reliability of the test as 

a consequence of the standardization of test delivery process, more efficient test administration 

and the flexibility in the delivery of tasks (Mousavi, 2007; Zhou, 2015). Although recent 

advances in computer technology have promoted the computer delivery of oral proficiency 

tests, the absence of an interviewer has resulted in concerns about the validity of using them as 

a replacement for face-to-face speaking tests (Zhou, 2015). Accordingly, the most ubiquitous 

concern was that test-takers’ performance on a computer-based speaking test may not reflect 
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their ability measured by face-to-face speaking tests in which test-takers are required to interact 

with an interviewer (Zhou, 2008; 2015). Examining this issue of importance, since it concerns 

fundamental questions of test validation, i.e. to ensure the score interpretations (Zhou, 2008). 

So, there has been a call for more research on comparing computer-based tests with 

conventional face-to-face speaking tests. Given that the score equivalence is significant and 

should be established prior to the interpretations of computer-based speaking tests, in the 

present study it was attempted firstly to develop the Computerized Oral Proficiency Test of 

English as a Foreign Language (COPTEFL) and then investigate the equivalence of the semi-

direct (COPTEFL) and the direct (face-to-face) versions of a test of oral proficiency. The 

present study is, therefore, comparability research and it primarily relied on concurrent 

validation which focuses on the equivalence between test scores. However, this study argues 

that examining the relationship between test scores only through concurrent validation might 

provide insufficient evidence as to whether the COPTEFL measures what it intended to 

measure. It suggests demonstrating the validity of the test from multiple perspectives. In this 

respect, it suggests that test-taker attitudes might represent an important source to obtain a 

deeper understanding with regard to the construct validity and face validity of the tests. If test-

takers’ attitudes towards the test seriously affect their scores, the scores may not reflect their 

real language ability, which the test is intended to assess and consequently, the test would lack 

construct and face validity. With these purposes, it was firstly aimed to develop a computer-

based speaking test system, namely the COPTEFL which would be established on a framework 

of test validation. 

1.1. A framework for validating a speaking test 

The most useful starting point for the test development is to have a framework of validation to 

support the claims made for the tests. If the study is to establish whether the test is valid as a 

testing instrument, it is essential to utilize a framework of validation in order to collect data 

systematically and objectively. The socio-cognitive framework (Weir, 2005) for validating the 

test was used in the present research. It was operationalized from the initial stages in the 

development of the test of speaking to the comparability of scores by each mode of testing. 

Several frameworks for language test validation have been proposed by earlier theorists, but as 

put forward by O’Sullivan (2011a), they have been unable to offer an operational specification 

for test validation. The approach taken by Weir (2005), however, defined each aspect of validity 

with sufficient detail as to make the model operationalizable for each of the four skills 

(O’Sullivan, 2011b). 

The socio-cognitive framework for validating the speaking test (Weir, 2005) was used as the 

major reference by which the speaking tasks of the study were developed. The framework offers 

a guideline for validating the speaking tests by demonstrating the steps that need to be followed 

for validity and reliability concerns. The essential components to be investigated in the 

framework are as follows: (1) Test-taker characteristics, (2) Theory-based validity, (3) Context 

validity, (4) Scoring validity, (5) Criterion-based validity, (6) Consequential validity. 

Firstly, test-taker concern has been raised by Weir (2005) and it was argued that it is directly 

related to the theory-based validity since test-taker characteristics have an impact on the way 

test-takers process the test task. He stated that physical, psychological, and experiential 

differences of the individuals should be considered during the test development process so that 

bias for or against a particular group can be avoided. Secondly, theory-based validity is related 

to considerations regarding how well a test task correlates with cognitive (internal mental) 

processes resembling those which language users employ when undertaking similar tasks in 

non-test conditions. Thirdly, context validity is related to the appropriacy of the contextual 

properties of the test tasks to assess specific language ability. Moreover, scoring validity is 

concerned with the extent to which test results are consistent with respect to the content 
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sampling and free from bias. Criterion-based validity is about the relationship between test 

scores and other external measurements that assess the same ability. Finally, consequential 

validity refers to the impact of tests and test scores interpretations on teaching, learning, 

individuals, and society. 

The present study only focused on theory-based validity, context validity, and scoring validity. 

The other aspects of the framework; test-taker characteristics, criterion-based and consequential 

validity were not investigated. This was decided on for the reason that it was beyond the scope 

of the study to collect data on all components due to time constraints. Therefore, only those 

included in the study were discussed in the following part of the study. 

1.2. Theory-based validity 

Theory-based validity, construct validity, or later renamed as cognitive validity (Khalifa & 

Weir, 2009), is one of the components of Weir’s (2005) socio-cognitive framework for 

validating language tests and concerned with the internal mental processes. In relation to the 

cognitive processes elicited from test-takers, Field (2013) argues that the main concern is not 

whether the tasks are close to an actual speaking or listening event, but whether these tasks 

require test-takers to employ the internal mental processes that a language user normally 

undertakes in similar tasks during non-test conditions. Reflecting on the representatives of the 

mental processes in test tasks is the main concern for cognitive validity. Therefore, the focus in 

studies of cognitive validity is not on the speech produced by the test-taker, but rather the mental 

processes that a test-taker undertakes in speech production during a speaking test. At this point, 

the relationship between theory-based validity and context validity is a symbiotic one. The 

context in which the test task is presented has an impact on the mental processes of the test-

taker. For example, the mode of input, whether it is listening to the dialogue or looking at 

pictures will influence how the test-taker conceptualizes and processes these messages as pre-

verbal messages (Zainal Abidin, 2006). The speaking skill descriptors provided by the Global 

Scale of English (GSE, 2015) were used in the present study to define the language construct 

and determine the target sub-skills of the construct. 

1.2.1. GSE descriptors for the speaking skill 

After Messick’s (1989) challenge against the traditional view of validation, validity is not seen 

as a characteristic of a test, but a feature of the inferences made on the basis of test scores. The 

focus here is the test score or the results of the test since this is what is used to make 

interpretations about test-takers’ ability (Chapelle, 2013). As stated in Chapelle (2013), in 

current approaches, scores are interpreted with regard to pre-determined standards of 

knowledge. For example, the increasingly used Common European Framework of Reference 

for languages (CEFR, Council of Europe, 2001) represents an ordered set of statements through 

six common reference levels (A1, A2, B1, B2, C1, C2; ranging from lowest to highest) that 

describing language proficiency. It is claimed, for example, that a speaker assessed as meeting 

the standard for level B1: 

“Can understand the main points of clear standard input on familiar matters regularly 

encountered in work, school, leisure, etc. Can deal with most situations likely to arise whilst 

traveling in an area where the language is spoken. Can produce simple connected text on topics 

which are familiar or of personal interest. Can describe experiences and events, dreams, hopes, 

and ambitions and briefly give reasons and explanations for opinions and plans” (Council of 

Europe, 2001, p.24), 

while a speaker at B2: 

“Can understand the main ideas of complex text on both concrete and abstract topics, including 

technical discussions in his/her field of specialization. Can interact with a degree of fluency and 

spontaneity that makes regular interaction with native speakers quite possible without strain for 

either party. Can produce clear, detailed text on a wide range of subjects and explain a viewpoint 
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on a topical issue giving the advantages and disadvantages of various options” (Council of 

Europe, 2001, p.24). 

The development of a test instrument begins with such a set of standards (Chapelle, 2013).  

These may be rather general, as in the case of the CEFR, or more granular, as in the GSE. The 

GSE proficiency scale was created with reference to the CEFR, but the main difference between 

the GSE proficiency scale and the CEFR proficiency scale stems from its granular structure 

(see Figure 1).  

Figure 1. Global Scale of English aligned with the CEFR. 

 

As shown in Figure 1, the GSE presents a more granular measurement of proficiency within a 

single CEFR level (GSE, 2015). It is a proficiency scale from 10 to 90 and defines what a 

learner can do across four skills at a specific GSE range. For example, a language learner at 

GSE range 27 “can understand a phone number from a recorded message, but a learner at 74 

“can follow an animated conversation between two fluent speakers” in listening skill. As for 

reading skills, a learner at 43 on the scale “can understand simple technical information (e.g. 

instructions for everyday equipment)” whereas a learner at 58 “can recognize the writer’s point 

of view in a structured text”. As for speaking skills, a learner at 42 “can give a short basic 

description of events and activities” while the ones at 61 “can engage in extended conversation 

in a clearly participatory fashion on most general topics”. 

Most of the preparatory programs in Turkey use the CEFR as a proficiency scale where the 

learner proficiency is classified from A1 (low basic) to C2 (fully proficient) (Council of Europe, 

2001). However, in the 2014-2015 academic years, Anadolu University School of Foreign 

Languages (AUSFL) moved away from CEFR towards the GSE which is psychometrically 

aligned to CEFR (GSE, 2015). The reason for this shift from CEFR to GSE was explained as: 

“The wide proficiency ranges covered by each of the 6 CEFR levels (from A1 to C2) made it 

difficult for everybody to agree on the exact nature of each proficiency level. Considering the 

nature and difficulties of the language learning process, especially in a foreign language context, 

the inability to demonstrate how much progress has been achieved and how much more remains 

might be a demotivating factor. The time it takes for students to move up from one level to 

another varies greatly depending on their starting level, the amount of exposure to the language, 

their context, mother tongue, age, abilities and a range of other factors. For this reason, it is 

difficult to estimate how much time is needed to pass from one CEFR level to the next, 

especially in a context where input is mainly limited with the classroom boundaries. These 

limitations, in addition to the lack of clarity on how to interpret the CEFR levels, required 

searching for a different proficiency framework which resulted in the discovery of the Global 

Scale of English (GSE), a psychometric tool” (Aydin et al., 2017, p. 308-309). 

The curriculum of the speaking course was designed based on the GSE (2015) Learning 

Objectives between 51-66 levels. 66 on the GSE proficiency scale, which corresponds to the 

initial stages of B2 in the CEFR was established as the optimum point to be reached by the end 

of the program. The reason why 66 was determined as an exit level was that “considering the 

entry-level and the length of time available for both in and out-of-class study, 66 was 

determined to be an achievable point on the GSE” (Aydin et al., 2017, p. 311). 

Since the program aims to give general English from 51 to 66 on the GSE scale, it was therefore 

decided to take the range between 51-66 levels for the speaking skills as a basis for the test 

tasks developed in the present study. The fact that the GSE (2015) identifies language 
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proficiency in different levels and offers illustrative descriptors of “can-do” activities at each 

range of a proficiency level makes it a useful reference in task design especially when a specific 

range is targeted for a task. These descriptors are used in the study to guide the alignment of 

the tasks to the different proficiency levels. 

1.3. Context Validity 

Context validity, which is often named as content validity (i.e. Fulcher & Davidson, 2007) is 

related to the context coverage, relevance and representativeness. The contextual components 

of the test tasks in the study are examined based on the aspects of context validity for speaking 

proposed by Weir (2005). According to Weir (2005), it is “the extent to which the choice of 

tasks in a test is representative of the larger universe of tasks of which the test is assumed to be 

a sample” (p.19). This description implies that task characteristics and settings of tasks should 

reflect “performance conditions of the real-life context” as much as possible (Shaw & Weir, 

2007, p.63). 

Weir (2005) notes that in test development, various elements regarding the task and 

administration setting, as well as task demands in terms of linguistic characteristics and 

speakers should be taken into account to develop a theoretically sound basis for the choices 

made with respect to contextual features of the test tasks. Therefore, presenting as much 

evidence as possible for each of these elements will provide test developers with pieces of 

evidence to validate the choices they would like to make about test-takers based on their test 

performances. In this sense, the tasks developed for the purposes of the current study were 

ordered according to their assumed difficulty based on the GSE scale descriptors and targeted 

specific range in the scale (between 51-66 levels, see Section 2.3.2 for further information). 

The GSE scale descriptors provide an opportunity for producing a wide range of speech 

functions as describing, comparing, elaborating and expressing preferences, explaining, and 

justifying opinions. The current test taps into these various functions since different functions 

require different kinds of cognitive processing and may increase/decrease task difficulty 

(Galaczi & ffrench, 2011). 

1.4. Scoring validity 

Scoring validity is concerned with all test aspects that can influence scores’ reliability. Zainal 

Abidin (2006) highlights that scoring validity is an inevitable aspect of test validation procedure 

since the scores obtained from the tests may not be totally due to their performances, but 

influenced by other factors i.e. sources of error. Such problems of inconsistency can threaten 

the validity of the test and lead to the involvement of construct-irrelevant variance in the testing 

process. Therefore, it is identification and minimization of such errors of measurement that test 

developers should concern for the reliability of the scores produced by a test.  

In testing speaking, rating is an important factor affecting the reliability of the test. It includes 

criteria/rating scale, rating procedure, raters, and grading and awarding. The chief concern in 

the testing of speaking, in this sense, is rater reliability and how scores are awarded based on a 

rating scale (Zainal Abidin, 2006). As for the investigation of the scoring validity in the study, 

it was examined how well the COPTEFL scores and the face-to-face speaking test scores are 

compared in terms of inter-rater reliability, order-effect and test scores. 

1.5. The present study 

When we review the research on the use of computers in oral proficiency testing, it is seen that 

the studies have focused largely on correlations or analyses of test outcomes/products including 

test scores (Jeong, 2003; Kiddle & Kormos, 2011; Öztekin, 2011; Thompson, Cox & Knapp, 

2016) underlying constructs of test-taker language output in different modes of tests (Zhou, 

2015), and test-taker reactions (i.e. attitudes) (Joo, 2008; Kenyon & Malabonga, 2001; Qian, 
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2009). As O’Loughlin (1997) states while these approaches have offered valuable insights into 

the comparability issue, there is a need to complement them with other perspectives as well. In 

particular, apart from investigating test outcomes or products, limited attention has been paid 

to “the examination of test design, test taking and rating processes and how an understanding 

of these components of assessment procedures may provide the basis for a more complex 

comparison between the two kinds of tests when combined with the analysis of test products” 

(p. 72). The perspective that O’Loughlin (1997) addressed above is the methodological 

approach taken in the current study. Particularly, apart from investigating comparability of test 

scores and test-taker attitudes obtained from open-ended questions, the study placed emphasis 

on the examination of the test development process including test design, development and 

administration stages. To date, such an approach has been seldom adopted in comparability 

research. Notable examples of studies combining a focus on process and product in testing 

speaking are O’Loughlin (1997) and Mousavi (2007). This study differs from O’Loughlin 

(1997) because its aim was not to compare a tape-based speaking test with a face-to-face 

speaking test. It also differs from Mousavi (2007) because its aim was not to compare a 

computer-based oral proficiency test with a face-to-face speaking test (International English 

Language Testing System, IELTS) that already was in use. Instead in the present study, first, a 

computer-based oral proficiency test format was developed and then a face-to-face version of 

the test was created to provide contrast and the test-method effect. By attending to both process 

and product, it was aimed to offer greater insight into construct validity and thus establish a 

stronger basis from which to compare test scores and attitudes towards both test delivery modes. 

The research questions that guided the present study are as follows: 

1. How well are the COPTEFL scores and the face-to-face speaking test scores 

compared in terms of (a) inter-rater reliability; (b) order-effect; (c) test scores? 

2. What are the attitudes of test-takers in relation to the test delivery modes? 

2. METHOD 

2.1. Research context and participants 

The study was conducted at Anadolu University School of Foreign Languages (AUSFL), 

Turkey. The school is a preparatory program that aims to equip the students with the necessary 

language skills in order to follow the academic education in their departments. The curriculum 

of the program is designed to help students to be able to reach that exit proficiency level required 

to be accepted as successful and constructed based on the GSE Learning Objectives (2015) 

between 51-66 levels. This test was designed for newly arrived students to AUSFL who have 

finished their high school or the students who are studying in preparatory schools of the 

university and have to take an exit exam to demonstrate that they have gained sufficient 

proficiency in English for academic study in their departments. The participants of the study 

were forty-five non-native speakers of English whose first language is Turkish. Participation in 

the study was on a voluntary basis.  

2.2. Test development team 

2.2.1. Item writers and raters 

There were eight-item writers in the study. Item writers were also the raters. They are 

professional instructors who work full-time for the testing institution in AUSFL. They are 

experienced teachers of similar students and they have relevant experience for teaching 

speaking, writing speaking tasks for proficiency exams and assessing students’ speaking 

proficiency.  

2.2.2. Editors 

In the editing committee, there were four experts who were asked for opinions about the written 
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items. One of the experts was a professional item writer and rater who did not participate in 

producing items and scoring. Another one was experienced in teaching speaking and language 

testing in Anadolu University Foreign Languages Department. The others were subject experts, 

the researcher was one of them. 

2.2.2. Software developers 

Two software developers, who have the necessary formal professional qualifications, 

developed the COPTEFL system. One of them worked for the programming of the system and 

the other worked for the web-page design.  

2.3. Instruments 

2.3.1. The COPTEFL system platform 

The COPTEFL is a computer-based speaking test of general proficiency designed for adult 

learners of English as a Foreign Language (EFL). It uses the Web as its delivery medium. It 

was designed to offer users an alternative to face-to-face oral proficiency tests. The COPTEFL 

system platform comprises four types of users as (1) Administrator, (2) Author, (3) Rater, and 

(4) Student. Each user has its own module and is only allowed to access the information and 

functions they are given permission to access. In order to keep the system reliable, only the 

administrator(s) have access to other modules (see Figure 2). 

Figure 2. The COPTEFL system platform. 

 

In order to keep the system reliable, only the administrator(s) have access to other modules. 

Each module and its functions were explained below: 

1. Administration Module:  

This module is used by the administrator(s) in order to manage the system platform. Accessing 

this module allows direct access to all components of the COPTEFL system. The functionalities 

built into this module include: 

(a) Managing users (authors, raters and students) i.e. allowing or restricting user access, 

accessing the data of a user in particular, editing users’ personal data, setting user deadlines 

(see Figure 3).  
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Figure 3. Administration module: Managing users. 

 

(b) Setting the time for the test and its announcement to the student module for the test-taker 

registration (see Figure 4).  

Figure 4. Administration module: Setting time for the test. 

 

 

(c) Allowing test to start on the scheduled time, 

(d) Monitoring the processes of test item creation and rating, and sending messages to the 

authors/raters, 

(e) Control over the written test items i.e. editing or deleting before they are included in the 

item pool by the system automatically (see Figure 5). 
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Figure 5. Administration module: Control panel for the written test items. 

 

(f) Monitoring the test questions for each student before and after the administration of the test, 

(g) Changing the test questions before the test starts, 

(h) Accessing the students’ answers to the questions during the test administration, 

(i) Accessing the test results (see Figure 6). 
 

Figure 6. Administration module: Accessing to the test results. 

 

2. Author Module: 

This is the module used by the item writers to develop and edit tasks for the test item pool (see 

Figure 7). 
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Figure 7. Author module: Adding questions.  

 

The tasks written by the item writers are shown in the administrator’s module so that any 

necessary final changes can be made before the tasks become ready for the test. Item writers 

can only manage their own tasks and cannot access the tasks developed by other writers. 

However, they can see the total number of tasks for each part in the item pool. 

3. Rater Module:  

This is the module through which raters can monitor the students’ tests to score. These tests are 

assigned to raters by the computer automatically. Each rater is also an inter-rater. Raters do not 

know for which test they are assigned as rater or inter-rater. They just give the scores for each 

test that showed up on their module. Only administrator(s) can access the data of a person about 

for which test s/he was a rater or inter-rater. Scoring is anonymous on the system. The identities 

of the students remain confidential. Each task is delivered successively to score. Depending 

upon the extent of the discrepancy between scores, two or three rater scores were compared to 

get more accurate results. In AUSFL’s rating system if the scores by two raters are discrepant 

by more than ten points, a third rater independently scores. The score of one of the two raters 

whose score is close to the third rater is accepted as valid. This procedure is adapted in the 

ratings of the study. A proofreader who is the administrator gives scores as a third rater in order 

to reach a consensus in the ratings among two raters. The scores of the one whose scores are 

close to the proofreader’s are accepted as valid by the computer and therefore, the final score 

comes from the average score of these two raters.  

In the development of the rating scale, an existing scale -which was developed by a formal 

testing body in AUSFL was adopted. But, it was modified since it involved “interaction” as a 

rating element. Because the tasks were monologic ones, “interaction” would be useless. The 

process in specifying the procedures for scoring started with expert judgments and evaluations. 

Appropriate changes were made based on those decisions by the experts and therefore, the tasks 

are decided to be scored according to the following assessment criteria: (1) Pronunciation, (2) 

Fluency, (3) Grammar range and accuracy, (4) Adequacy of vocabulary for purpose and (5) 

Task fulfillment. In the rater module, each criterion is shown with its explanation on the page 
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and raters see the criteria section while they are listening to the answers. They can give scores 

at the same time they are listening to (see Figure 8). 

Figure 8. Rater module: Giving scores.   

 

When they complete marking, the computer shows the total grade that a student gets after the 

scoring process and then the rater can submit the score (see Figure 9). 

Figure 9. Rater module: Completing marking.  
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4. Student Module:  

This module has two functions: (1) to deliver the test and (2) to publish the test scores achieved 

by the students. The students who registered to the system log into the delivery platform in 

order to start their test. When raters and inter-raters submit their scores, the computer averages 

the grades and publishes them on students’ own page. The students can log into their accounts 

and see the grades they get for each criterion and their final grade on this module (see Figure 

10). 

Figure 10. Student module.  

 

2.3.2. Speaking tasks 

The speaking tasks used in the present study were created by the item writers. Three speaking 

tasks were developed in order to evaluate students’ general proficiency with regard to oral 

competency. Since the test was intended to be used as a general proficiency test, the tasks were 

prepared according to the Global Scale of English (GSE) ‘can do’ statements from 51 to 66 

levels (see some examples from the range 51-66 below): 

51  Expressing and responding to feelings (e.g. surprise, happiness, interest, indifference). 

53  Comparing and contrast alternatives about what to do, where to go, etc. 

60  Justifying a viewpoint on a topical issue by discussing pros and cons of various options. 

62  Constructing a chain of reasoned argument. 

66  Developing a clear argument with supporting subsidiary points and relevant examples. 

The COPTEFL included monologic tasks that can elicit individual discourses without the test-

takers’ interacting with an interlocutor. These tasks were discourse type tasks. The first task 

was a description and giving an opinion task. In this task, students were required to describe 

the picture and then give/express/justify an opinion related to the picture. The second task was 

a comparison task. In this task, students were asked to look at two pictures and choose one and 

provide a reason for their choice. The final task was a discussion task in which students were 

required to justify a viewpoint. 

The final version of the task types was based on the pilot test. In this phase, the prototype tasks 

were piloted in a face-to-face test with small groups of learners in order to find out which tasks 

do not work as planned, and which should be included or excluded after revision. 

Announcements explaining that students had the chance of testing their speaking skills were 

made at the school. Six volunteer AUSFL students participated in the study. The researcher 

conducted the test and rated for the scores. The analysis showed that some of the questions 

might elicit a small range of language and repeated answers from the students. The presence of 
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general questions such as “Why is it important to celebrate national holidays?” provided plenty 

of scope for answers. This, in turn, caused the detailed question related to the general one such 

as “Talk about a national holiday celebrated in your country” to be covered in advance. 

Therefore, the necessary changes and modifications were made after discussing problematic 

items with the team of test writers. According to this revision, test tasks were redesigned. Item 

writers and editors were asked for their opinions with regard to the final version of the task 

types. After getting their approval, test tasks were written. The editors edited the written tasks 

and the final version of the tasks was entered into the COPTEFL system. After this process, the 

COPTEFL system was ready to test. 

2.3.3. Face-to-face speaking test 

The tasks and the instructions used in the face-to-face speaking test were the same as the 

COPTEFL (for an example task for the face-to-face speaking test see Figure 11).  

Figure 11. An example for Task 2. 

 

2.3.4. Open-ended questions 

Open-ended questions were designed according to the opinions of the two subject experts. Since 

the aim of the study was to find out the usability of the COPTEFL in comparison with a face to 

face equivalent, the questions were targeted to depict attitudes of students towards the 

COPTEFL system and its perceived advantages and disadvantages with regard to a face to face 

speaking test. Therefore, open-ended questions were used for investigating test-taker attitudes 

towards testing speaking in the COPTEFL and the face-to-face mode. Test-takers were first 

asked to evaluate the COPTEFL system and then, state their preferences by making 

comparisons between the two modes. The questions were: 

1. How do you evaluate the COPTEFL system as a speaking test delivery medium? 

2. What are the advantages and disadvantages of the COPTEFL when compared to the 

face-to-face speaking test? 

3. What are the advantages and disadvantages of the face-to-face speaking test when 

compared to the COPTEFL?  

2.4. Data collection procedure 

2.4.1. A priori construct validation: Processes followed in the development of the tests  

In an effort to adapt the best practices in language test development in the present study, 

Bachman & Palmer’s (1996) stages in test development were followed with slight 

modifications in order to more suitably fit the purposes of the research. In their book, test 
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development was organized into three stages as design, operationalization and administration. 

1. Test design and operationalization 

(a) Developing test task specifications: The purpose for which the test would be used and the 

target population for the test were our starting point in designing test specifications. Having 

determined this, relevant literature was reviewed in order to find out what language would be 

needed by test candidates in the case of oral proficiency tests. From this consultation, similar 

tasks and texts were sampled to arrive at a manageable test design. Then, with the help of the 

eminent experts in the field, draft specifications and sample tasks within which the test might 

be constructed were designed. Since the principal user is probably the test writers, the team of 

test writers was then asked for their opinions about whether the draft specifications and sample 

tasks were appropriate for the purposes of the test and the target population. They revised the 

tasks and specifications, and discussed whether the tasks would work, that is whether each task 

which was intended to assess a particular aim actually would do so. Many of the responses to 

whether tasks would work or not gave the impression that a trial on a small group of learners 

who are similar in background and language level to the target population would provide helpful 

insights in understanding the kind of language being elicited for each task. 

Trialing for test tasks: The development of the speaking tasks process consisted of various 

stages such as the selection of task types, writing of task items, consulting with experts, and 

pilot tests. The final version of the task types was based on the pilot test. In this phase, the 

prototype tasks were piloted in a face-to-face test with small groups of learners in order to find 

out which tasks do not work as planned, and which should be included or excluded after 

revision. Announcements explaining that students had the chance of testing their speaking skills 

were made at the school. Six volunteer preparatory program students participated in the study. 

The researcher conducted the test and rated for the scores. The analysis showed that some of 

the questions might elicit a small range of language and repeated answers from the students. 

The presence of general questions such as “Why is it important to celebrate national holidays?” 

provided plenty of scope for answers. This, in turn, caused the detailed question related to the 

general one such as “Talk about a national holiday celebrated in your country” to be covered in 

advance. The result was that, however thoughtfully designed to avoid pitfalls, some of the 

questions failed to elicit the targeted responses. Therefore, the necessary changes and 

modifications were made after discussing problematic items with the team of test writers. 

According to this revision, test task specifications were redesigned to generate test tasks. 

Once a coherent system was created for specifications and tasks whose parts fitted together, 

item writers and editors were asked for their opinions with regard to the final version of the task 

types. After getting their approval, test tasks were written. The editors edited the written tasks 

and the final version of the tasks was entered into the COPTEFL system. After this process, the 

COPTEFL system was ready to test. 

(b) Writing test tasks and instructions: After making explicit any constraints in test design, test 

writers began writing tasks and instructions with the test’s specifications. The writers needed 

to find suitable communication activities for the tasks such as expressing an opinion on an issue, 

a view by contrasting it with other possible views, or discussing ideas. The writers also needed 

to find pictures that serve the purpose of the task. After completing the test writing process, 

each writer made responsible for editing another writer’s set of tasks. Once their editing process 

concluded, tasks became subject to a number of reviews before they reached their final draft 

stage. Two editors revised the items and assembled them into a draft test paper for the 

consideration of other editors. These editors examined each item for the degree of match with 

the test task specifications, ambiguities in the wording of the items, and match between the 

questions and pictures. The changes made after editing processes were reported and shared with 

the team of test writers. 
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(c) Specifying the procedures for scoring: In this process, considerable effort was put into 

developing a practical analytic scale for decision making in which there is less to read and 

remember than in a complicated descriptor with many criteria and unfamiliar technical 

terminology. Once the scale was modified, it was then refined by raters who use it so that they 

understand the meaning of the levels with regard to each particular feature in the scale. 

(d) Software development: In developing testing software, there are some key requirements of 

the standard steps taken by the researchers (Mousavi, 2007; Shneiderman, 2004; Zak, 2001) as 

(1) Analysing (defining the problem), (2) Choosing the interface, (3) Coding, (4) Test and 

debug, and (5) Completing the documentation. In this study, the same standard steps were 

followed. These steps were explained briefly below. 

STEP 1: Analysing (defining the problem): This pertains to the definition of a problem in any 

research project. In this step, a statement of the problem was presented to provide guidance to 

the rest of the programming steps. That is to say, what exactly the programmer wants to achieve 

with this programming was stated in this step. The core problem that drew this study was the 

low degree of the practicality of administering oral proficiency tests to a large group of 

preparatory program students through the use of a live face-to-face interview. In this step, 

meetings with the administrator and instructors were held in order to determine the 

requirements of the COPTEFL system i.e. who would be the rater, whether raters would write 

items, what to include item writing and rating pages in the system. These were general questions 

that were answered during the analyzing phase. In order to translate requirements into design, 

meetings between the researcher and the software developer were held twice a week. They 

analyzed the requirements of the system for the possibility of incorporating to the COPTEFL 

system program. 

STEP 2: Choosing the interface: The interface of any computerized test involves the actual 

objects the test-takers see and deal with during a testing session. These objects may consist of 

videos, text boxes, command buttons, animations, progress bars, date/time indicators, and so 

on. Here, the key to developing a good user interface is to have a complete understanding of 

the target user (Luther, 1992). As suggested in Mousavi (2007), this understanding may be 

achieved by a process referred to as user task analysis where the developer assumes 

himself/herself as the target user and identifies a series of possible scenarios to come up with 

the most convenient one. The relationship between the application interface and test-takers is 

important because, as Fulcher (2003) states interface design can be the threat of interface-

related construct irrelevant variance in test scores, and therefore should be avoided. For this 

purpose, he identifies a principled approach in the development of a good interface design. This 

approach includes three phases as (1) planning and initial design, (2) usability testing, and (3) 

field testing and fine-tuning. The present study followed these phases in choosing the interface. 

Each was explained below. 

Phase 1: Planning and initial design. This involved hardware and software 

considerations, navigation options, page layout, terminology, text, color, toolbars and 

controls, icons, and the rest of the visible objects on a typical computerized test. 

Phase 2: Usability testing. This included activities such as searching for problems and 

solutions, selecting test-takers for usability studies, item writing and banking, pre-

testing, try-out for scoring rubrics. 

Phase 3: Field testing and fine-tuning. This consisted of try-out for the interface with a 

group of samples drawn from the target test-taking population and also making sure that 

the logistics of data collection, submission, scoring, distribution and retrieval, and 

feedback would work as planned. This phase provided an opportunity to trial and test 

for (possible) variation in the appearance of the interface across sites, machines, 

platforms, and operating systems. 
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STEP 3: Coding: Coding is the translation of the algorithm into a programming language. It is 

generally the most complex and time-consuming step in the development of the computerized 

tests. Once the planning of the application and the building of the user interface were complete, 

programming instructions were written to direct the objects in the interface on how to respond 

to events. After deciding on the system design requirements, the COPTEFL system was divided 

into four modules as (a) administration module, (b) author module, (c) rater module, and (d) 

student module. Coding was developed according to the modules. The code was developed 

based on the needs of the program from scratch, and this stage was the most challenging part 

and took the longest time. 

STEP 4: Test and debug: Debugging is the process of tracking down and removing any errors 

in the computer program. Errors in a computer program could be the result of typing mistakes, 

flaws in the algorithms, or incorrect use of the computer language rules. Testing and debugging 

step was an inevitable part of the operation because of the complexity in the coding phase of 

the programming as well as the possible persistence of syntactic anomalies in the programming 

language. Caution must be exercised at this stage for possible problems. After the code was 

developed, the system went through a pilot study to see if it was functioning properly. The 

researcher and the developer assessed the software for errors and document bugs if there were 

any. The developer did the necessary changes to the system due to the results. 

STEP 5: Completing the documentation (or distributing the application): This step included 

developing an installable setup file along with all its components for new users and new 

platforms. That is, all the materials that described the program were compiled to allow other 

people, involving test users, raters, administrators, and item writers to understand the scope of 

the program and what it does. Distributing the application made it possible to run the application 

on different platforms and with different operating systems and to secure the compiled files, 

projects, and codes. So, this stage was the try- out stage for the COPTEFL system. It was passed 

over to the users to get feedback. Any bugs and glitches experienced during this stage were 

fixed.  

2. Test administration:  

This stage consists of two phases: 

(a) Try-out phase: After the development of the software, the next step was to test it with users. 
15 students who consented to participate were included in the trial. These were the students 

having their regular laboratory classes as part of their language program. In this phase, we 

gathered information on the usefulness of the test itself and for the improvement of the test and 

testing procedures. 

(b) Operational testing: In this phase, the aim was to gather information on the usefulness of 

the test, but this time administering the test involved the goal to accomplish the specified 

use/purpose of the test. A total of 45 volunteer preparatory program students from various 

proficiency levels participated. One week before the administration, test-takers were divided 

into groups, each of which takes portions of the test at different times. One group was tested by 

the COPTEFL first, and then interviewed in the face-to-face speaking test, and a second group 

was provided the face-to-face speaking test first and then being tested by the COPTEFL. The 

test-takers who took the COPTEFL first were asked to take the face-to-face speaking test after 

3 weeks and the test-takers who took the face-to-face speaking test first were asked to take the 

COPTEFL after 3 weeks. With a counterbalanced design like this, it was aimed to find out 

whether the test in one mode followed by the other could affect the score for the second mode. 

The following section described the step-by-step procedure of the program, the COPTEFL, and 

its administration: 

STEP 1: The COPTEFL web page was loaded: www.coptefl.com 
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STEP 2: Test-takers registered and logged in to the testing system.  

STEP 3: Microphones were set up and tested. 

STEP 4: Once the testing program started, the test-takers were presented with a short 

introductory page. In this introductory screen, the speaker welcomed the test-takers and 

introduced the test, providing information about its steps, format, function, procedure and 

length.  

STEP 5: As soon as the test-takers listened to the instructions and clicked on the “next page” 

button, testing started. 

STEP 6: Once the test-takers responded to all tasks, a final page was shown to expresses 

appreciation for taking the test. At this point, the program terminated and the test-takers exited 

the program. 

After the administration of the tests, open-ended questions were given immediately in order to 

explore test-takers’ attitudes towards the test modes. After they completed writing, the 

researcher collected the answer sheets. 

2.5. Data analysis 

2.5.1. Score comparability 

In order to evaluate the consistency between judges’ ratings, inter-rater reliabilities were 

calculated for each test delivery mode. To investigate the inter-rater reliability, a two-way 

random absolute agreement intra-class correlation coefficient (ICC) was performed. ICC 

assesses the consistency between judges’ ratings of a group of test-takers. Before proceeding 

to compare the magnitude of raw scores, the order effect on test scores was examined. To assess 

the effect of delivery mode and the mode-by-order interaction statistically, an Analysis of 

Covariance (ANCOVA) with within-subject effect was run on total scores.  

For the investigation of the equivalence of test scores across modes, the magnitude of raw scores 

was compared by means of the two-way random absolute agreement intra-class correlation 

coefficient (ICC).  

For better interpretations of the findings, mean score differences were also taken into account 

and therefore, mean scores by each test delivery mode were compared for total scores and task 

types. A paired samples t-test was run to compare the mean scores between the COPTEFL and 

the face-to-face speaking test. 

2.5.2. Test-taker attitudes 

The answers of the test-takers were classified into themes each of which represented an idea 

related to their attitudes towards test conditions. After that, certain themes based on the ideas 

were coded and then placed into the categories each of which represented with. Finally, 

emerging themes were expressed in frequencies. In order to reduce research bias and establish 

the reliability of research findings, an expert from Anadolu University, who studies in the 

English Language Teaching Department as a research assistant and has experience in qualitative 

data analysis analyzed the data. To ensure the credibility of the findings, the consistency 

between the emerging findings from two researchers was investigated. Similarities and 

differences across the categories identified were sought out. After member checking sessions 

and rigorous discussions between the researchers, a final consensus on the categories was 

achieved. How well are the COPTEFL scores and the face-to-face speaking test scores 

compared in terms of (a) inter-rater reliability, (b) order-effect, and (c) test scores? 
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3. RESULT / FINDINGS 

3.1. Research Question 1 

How well are the COPTEFL scores and the face-to-face speaking test scores compared in terms 

of (a) inter-rater reliability, (b) order-effect, and (c) test scores?  

3.1.1. Inter-rater reliability 

ICC results for overall test scores and each task type test scores across delivery modes were 

provided in Table 1 below.  

Table 1. Intra-class correlation coefficient (ICC) results for inter-rater reliabilities across test delivery. 

modes 

Test score                                                         COPTEFL                                      Face-to-Face 

                                                                               ICC                                                   ICC 

Overall score                                                         .806*                                                 .889* 

* significant at the .01 level 

 

Table 1 presented the results of the ICC on overall test scores for both delivery modes. As 

shown in the table, the ICC score for the face-to-face speaking test (ICC= .889) was slightly 

higher than the score in COPTEFL (ICC= .806). The average measure ICC for the COPTEFL 

was .806 with a 95% confidence interval from .64 to .89 (F(44,44)=5.075, p<.001) and the 

average measure ICC for the face-to-face speaking test was .889 with a 95% confidence interval 

from .80 to .93 (F(44,44)=9.033, p<.001). These ICC values between .75 and .90 indicated 

good reliability for both tests (Larsen-Hall, 2010). Table 2 revealed the ICC results for each 

task type (see Table 2). 

Table 2. Intra-class correlation coefficient (ICC) results of inter-rater reliabilities for each task type 

across test delivery modes. 

Task type                                                           COPTEFL                                      Face-to-face 

                                                                                 ICC                                                  ICC 

Opinion                                                                   .686*                                               .796* 

Comparison                                                             .702*                                               .842* 

Discussion                                                               .772*                                               .890* 

* significant at the .01 level 

 

For the COPTEFL, the findings showed that the average measure ICC for the opinion task 

was .688 with a 95% confidence interval from .42 to .82 (F(44,44)=3.151, p<.001), for the 

comparison task, it was .702 with a 95% confidence interval from .45 to .83 (F(44,44)=3.317, 

p<.001), and finally, for the discussion task, it was .772 with a 95% confidence interval from .58 

to .87 (F(44,44)=4.320, p<.001). As for the face-to-face speaking test, the findings showed that 

the average measure ICC for the opinion task was .796 with a 95% confidence interval from .63 

to .88 (F(44,44)=4.943, p<.001), for the comparison task, it was .842 with a 95% confidence 

interval from .71 to .91 (F(44,44)=6.260, p<.001), and finally, for the discussion task, it 

was .890 with a 95% confidence interval from .79 to .94 (F(44,44)=8.913, p<.001).  

These results indicate a significant direct relationship between inter-rater reliability scores for 

each task type across test delivery modes that those who get higher scores from a task in the 

COPTEFL by the rater also get higher scores from the same task in the face-to-face speaking 

test by the inter-rater or vice versa. 

For the COPTEFL, the findings revealed that the ICC values for opinion and comparison tasks 

were between .50 and .75, meaning that the level of reliability was moderate. For the discussion 
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task, it was .77, which indicated good reliability. As for the face-to-face speaking test, each ICC 

value was between .75 and .90, revealing that the level of reliability was good.  

3.1.2. Order-effect 

Prior to comparing raw scores awarded to the two delivery modes, an Analysis of Covariance 

(ANCOVA) was computed to assess whether the existence of order has an effect on speaking 

test scores. The findings revealed that there is a significant interaction between test order and 

test scores (F(1,43)=6.89, p=.012).  

As Figure 12 shows, the groups which took the COPTEFL first did better on the face-to-face 

speaking test (M=63.13, SD=11.83) than on the COPTEFL (M=60.96, SD=11.82); and the 

groups which took the face-to-face speaking test first did better on the COPTEFL (M=66.86, 

SD=11.77) than on the face-to-face speaking test (M=60.05, SD=11.39) independent of their 

level. 

Figure 12. The interaction between group and test mode. 

 

 

The results suggest that both groups did better in their second test than in their first test no 

matter which type of test they took first, which shows that there was a practice effect in general. 

3.1.3. Comparability of raw scores 

The analyses in this part focused on the differences in test scores between the COPTEFL and 

the face-to-face speaking test. In order to determine differences, ICC and paired samples t-tests 

were computed across delivery modes. 

a. The relationship between scores by test delivery modes: 

A two-way random absolute agreement ICC was conducted in order to find out how well the 

COPTEFL scores and the face-to-face speaking test scores were correlated. The analyses were 

run for total scores and task type scores across test delivery modes (see Table 3). 

A significant moderate degree of ICC was found between the COPTEFL total scores and face-

to-face speaking test total scores. The average measure ICC was .632 with a 95% confidence 

interval from .33 to .79 (F(44,44)=2.735, p<.001). This result indicates a direct relationship 

between the scores across test delivery modes that those who get higher scores from COPTEFL 

also get higher scores from the face-to-face speaking test, or vice versa. 
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Table 3. ICC results for total scores and task type scores across test delivery modes. 

COPTEFL 

                                         Total score      Opinion task       Comparison task       Discussion task 

Face-to-face 

      Total score                           .632* 

      Opinion task                            -                     .382 

      Comparison task                      -                       -                        .576** 

      Discussion task                        -                       -                           -                                .704* 
*   significant at the .01 level 

** significant at the .05 level 

As for the scores from each task type, a low degree of ICC was found between the COPTEFL 

opinion task scores and the face-to-face speaking test opinion task scores. The average measure 

ICC was .382 with a 95% confidence interval from -.09 to .65 (F(44,44)=1.648, p>.05). For the 

comparison task scores, there was a significant moderate degree of absolute agreement ICC 

between the COPTEFL and the face-to-face speaking test. The average measure ICC was .576 

with a 95% confidence interval from .22 to .76 (F(44,44)=2.347, p<.05), which indicates that 

those who get higher scores from the comparison task in the COPTEFL also get higher scores 

from the comparison task in the face-to-face speaking test, or vice versa. Finally, as for the 

discussion task scores, the results revealed a significant moderate degree of ICC between the 

COPTEFL and the face-to-face speaking test. The average measure ICC was .704 with a 95% 

confidence interval from .45 to .83 (F(44,44)=3.333, p<.001), which shows that those who get 

higher scores from the discussion task in the COPTEFL also get higher scores from the 

discussion task in the face-to-face speaking test, or vice versa. 

b. Comparing the mean scores by test delivery modes: 

For better interpretations of the findings, mean score differences were also taken into account 

and therefore, mean scores by each test delivery mode were compared for total scores and task 

types. A paired samples t-test was run to compare the mean scores between the COPTEFL and 

the face-to-face speaking test (see Table 4). 

Table 4. Paired samples t-test results for each task type across test delivery modes. 

                           COPTEFL                                  Face-to-face                df             t             p 

                                Mean           SD                    Mean         SD  

Total score               63.84        12.04                  61.62       11.59            44        1.219        .229 

Opinion task            65.36        13.57                  61.07       12.28            44        1.808        .077         

Comparison task      63.80        12.66                  62.27       12.68            44        0.743       .462 

Discussion task        62.82        13.85                  62.33       12.57            44        0.258       .798 

As Table 4 presented, the findings showed that there is not a statistically significant difference 

between the COPTEFL and the face-to-face speaking total test scores (t(44)= 1.219; p> .05).  

When the mean scores of each task type were investigated, the findings showed that there is not 

a statistically significant difference between the COPTEFL scores and the face-to-face speaking 

test scores for task types, which are the opinion task (t(44)= 1.808; p> .05); the comparison task 

(t(44)= 0.743; p> .05), and the discussion task (t(44)= 0.258; p> .05). Therefore, it can be 

concluded that test delivery mode was found not to have a significant effect on test-takers’ 

speaking test scores. 

3.2. Research Question 2 

What are the attitudes of test-takers in relation to the test delivery modes?  
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3.2.1. General attitudes towards the COPTEFL 

To explore the face validity of the COPTEFL from the test-takers’ perspective, an open-ended 

question assessing participants’ attitudes towards the COPTEFL was posed. The findings are 

presented in order of frequency below (see Table 5). 

Table 5. Test-takers’ general attitudes towards the COPTEFL. 

Positive comments on COPTEFL                                  Negative comments on COPTEFL 

Categories                                             Num.**                Categories                         Num.** 

1. Test system                                         42               1. Test system                                 11 

    User friendly                                                              Weak microphones 

   Well designed                                                             Abrupt transition between 

   Easy to start and follow                                              instructions and tasks 

   Easier to understand the pronunciation                       The effect of the countdown 

   Practical                                                                       timer on the screen 

   Good sound quality  

2. Tasks                                                   10               2. Tasks                                            2 

    At the right level of difficulty                                    Tough questions 

3. Time limit                                           11               3. Time limit                                    13 

    Enough time to give answers                                     Little answering time    

    Enough time to think about answers                          Little thinking time 

**The number of the comments by test-takers 

Nearly all of the participants stated that the test system was well designed, quite easy to operate, 

and works well: 

“The COPTEFL system was quite easy to access and operate.” P3 

“I think the COPTEFL is much more practical than the face-to-face speaking test. It 

does not require teachers to interview and this saves time for them.” P12 

According to them, the system was user friendly and provided practical experience for test-

takers and teachers. Some of them reported that the sound quality was satisfactory and they had 

no difficulty in hearing or understanding the instructions or the questions: 

“In face-to-face speaking tests, it is sometimes difficult to understand the interviewer’s 

pronunciation. In the computerized test, on the other hand, the correctness of 

pronunciation was controlled beforehand, and the questions were shown on the screen. 

This made the tasks clear to understand.” P8 

Although most of the comments were positive in relation to the test system, there were a few 

constructive comments for improvement of the system or the tasks:  

“It would be better if the time limit for speaking was longer.” P16 

“Tasks were tough, so the number of tasks could be reduced or the time limit could be 

multiplied.” P24 

In some of the comments, test-takers stated that microphones could be better in order to achieve 

the best possible results for sound recording. Also, some of them referred to the bad effects of 

seeing countdown timer on the screen:  

“Countdown-timer made me feel nervous.” P7 

Apart from those, one of the participants also made a comment on the transition from 

instructions to tasks. According to her, that transition was abrupt and due to this, she got 

anxious.  
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3.2.2. The direct comparison of two modes 

To better understand test-takers’ test method preferences, the responses to the second open-

ended question were analyzed. Of those analyses, three categories were developed based on the 

comments that favored the face-to-face mode. These were presented in order of frequency 

below (Table 6).  

Table 6. The direct comparison of two modes. 

Attitudes towards the face-to-face speaking test             Attitudes towards the COPTEFL 

Categories              Num.**                                                  Categories                           Num.** 

1. Interaction            15                                                        1. Less anxiety                      29 

2. Naturalness           4                                                          2. Better control                     4 

3. More time             1                                                          3. Test fairness                       2 

** The number of the comments by test-takers 

The main reason test-takers had more favorable attitudes to the face-to-face speaking test was 

the interaction with the interviewer. The participants remarked that they performed better on 

this test since the reactions from the interviewer such as smiling and nodding helped them feel 

comfortable and relaxed. Although the interviewers did not assist, test-takers were still trying 

to figure out whether or not they were being understood thanks to the facial expressions of the 

interviewers. According to them, non-verbal communication should be involved in an 

examination atmosphere, because no reactions could make them unable to gauge how far they 

came to the correct answer: 

“During the exam, I would prefer to have feedback from the teacher to get certain about 

the correctness of my responses. So, I would prefer face to face speaking exams.” P17 

“Interaction with the teacher helped me speak more.” P3 

Some of the participants stated that it felt more natural to talk in the presence of the interviewer 

since it was similar to a real-life conversation where the communication is between two or more 

people. Two of them perceived the face-to-face speaking test as a better measure of their spoken 

English because of this sense of naturalness. Although some of the test-takers preferred having 

a conversation with an interviewer who could accommodate their responses and the use of time, 

the opposite was also true for some others who preferred the COPTEFL due to lack of influence 

of the interviewer and the use of time: 

 “I got nervous in face-to-face exams. But, the COPTEFL made me feel relaxed since I 

was testing myself alone.” P3 

“There would be no influence of the interviewer who was faced with a problem just 

before the exam and reflected it on us.” P8 

“Sometimes the way interviewers behave in the test makes me nervous. But, in the 

COPTEFL, there is not such a problem. P15 

In conclusion, the quantitative data showed that the test-takers performed better on the 

COPTEFL compared to the face-to-face speaking test (M= 63.84, M= 61.62, respectively). The 

qualitative data provided insights into the attitudes of test-takers in relation to both test modes 

and revealed that if given choice, many of them preferred the face-to-face speaking test due to 

the opportunity of interaction with the interviewer while some of them have a strong preference 

for the COPTEFL due to its provoking less anxiety. These results showed that different types 

of learners have different testing experiences and thus preferred either the COPTEFL or the 

face-to-face speaking test. 
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4. DISCUSSION and CONCLUSION 

The subjectivity in the rater judgments is one of the major sources of measurement error and a 

threat to the reliability and validity of test scores (Bachman, Lynch & Mason, 1995). Inter-rater 

reliability estimates in the present study were .80 (ICC) for the computer mode and .88 (ICC) 

for the face-to-face mode, indicating that the level of reliability for each mode was good. One 

possible interpretation of this result is that a potential problem of inconsistency in different 

raters’ scores was effectively controlled. The issue of experience at this point is considered as 

“the most important reason for rating scales appearing to be meaningful and providing reliable 

results” (p.97). In the present study, experts in testing speaking rated to an existing scale 

developed by a formal testing body in AUSFL. In order to achieve a common standard –which 

no one would wish to disagree with, rater training and socialization into the use of the scale 

were valued in the study. Such training was perceived as the way to ensure greater reliability 

and validity of scores produced in language performance tests (Fulcher, 2014). With rater 

training sessions, it was intended to “socialize raters into a common understanding of the scale 

descriptors, and train them to apply these consistently in operational speaking tests” (Fulcher, 

2014, p.145). These efforts could possibly lead to the achievement of good inter-rater reliability 

scores for both tests. Having two raters instead of one might also be one of the reasons for 

achieving good reliability. As argued in Fulcher (2014), the use of a double rating can avoid 

the potential effect that an individual rater may have on the test score. That is, multiple ratings 

of each performance help minimize the subjectivity of ratings and therefore, improve reliability 

(Carr, 2011).  

Both groups did better on their second test than on their first test no matter which test mode 

they took first. This finding revealed that there was a practice effect in general. The question 

then arises as to why there was a practice effect. One possible explanation lies in that the group 

who took the COPTEFL first performed poorly in the COPTEFL mode because they had never 

taken a speaking test in a CBT mode and therefore, might not achieve the best performance due 

to their unfamiliarity with the test format. When provided the opportunity to take a second test, 

they might demonstrate better performance. Similar to those who took the COPTEFL first, test-

takers who took the face-to-face speaking test first might achieve a higher score on the second 

test since they became familiar with the test content. In line with this finding, Öztekin (2011) 

also reported a test order effect in her study results in which both groups did better on their 

second test than on their first test no matter which type of test they took first. Similarly, Zhou 

(2009) revealed that the test order effect was present in the findings of the study. But, this time, 

the group who took the computer-based speaking test first performed better on the later face-

to-face speaking test, whereas the group who took the face-to-face speaking test first did not 

perform better on the computer-based test. In relation to this finding, Zhou (2009) states that 

the reason behind this finding may lie perhaps in the reactions from the interviewer. 

Accordingly, during the face-to-face speaking test, the reactions from the interviewer might 

have motivated the test-takers to give better verbal responses to the tasks and therefore they 

may have felt encouraged to do their best by the presence of the interviewer.  

The lack of statistically significant differences between the mean scores indicated that test-

takers who did well on the COPTEFL did almost equally well on the face-to-face speaking test 

and there was no major change in test-takers’ performance on monologic speaking tasks when 

the response was elicited through non-human elicitation techniques. This finding suggested that 

test delivery mode did not account for the variance in test scores in the present study. With 

regard to the comparisons between the computer mode and the face-to-face mode, some studies 

have also shown a considerable overlap between delivery modes for speaking tests, at least in 

the correlational coefficient sense that test-takers who score high in one mode also score high 

in the other or vice versa (Mousavi, 2007; Thompson, Cox & Knapp, 2016; Zhou, 2015). This 
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research was correlational in nature and the correlation coefficient between the test modes was 

found to be .63, which is considered a moderate index of reliability. In conformity with the 

traditional requirements for concurrent validation (Alderson, Clapham & Wall, 1995), a 

correlation coefficient of .9 or higher is indicated to be the appropriate level of standards at 

which test users could consider “the semi-direct testing results closely indicative of probable 

examinee performance on the more direct measures” (Clark, 1979, p.40). Even though the 

correlation coefficient score in the present study was lower than the figure of .9, as Mousavi 

(2007) put forward for a figure of .63, the finding highlighted the usability of the newly 

developed prototype test of oral proficiency as a reasonable alternative mode of test delivery.  

One possible explanation of the findings in the study might be that test-takers performed 

similarly in both test delivery modes and small differences between individual scores that are 

statistically non-significant might not be detected by using the paired-sample t-test. As Kiddle 

and Kormos (2011) report, the correlational analysis measures the strength of the relationship 

between the two delivery modes and high correlations might be accomplished even if the test-

takers score differently in the two modes. If, for example, test-takers were consistently awarded 

higher scores in the face-to-face mode than in the computer mode, correlations can still remain 

high. At this point, Kiddle and Kormos (2011) suggest further empirical analysis such as Rasch 

analysis that 

“Unlike analyses such as t-tests and correlations, the Rasch analysis does not rely on raw scores 

but uses logit scores instead, and consequently can yield reliable information on whether the 

fact that the test was administered under different conditions has an effect on test performance” 

(p.353). 

As for the interpretation of the lack of significant differences in the mean scores across modes, 

one of the reasons might be that test-takers performed differently between two modes, but raters 

tended to award similar scores to the test-takers across tasks based on their overall impression 

about them on a particular task or the overall test. Gülle (2015), for example, pointed out that 

raters might show a tendency to assign similar scores to the test-takers across tasks due to their 

holistic judgments. In the current study, in order to minimize possible halo effects, the raters 

were assigned the scoring criteria for each task separately. Instead of rating one test-taker on 

all three tasks, they were asked to award scores for the test-takers’ performances on the first 

task and then continue with the second task and the third task. However, as Gülle (2015) states, 

it is still possible for the raters to assign similar scores across different tasks based on their 

overall judgments of the test-taker performances. The present results may also be attributed to 

the possibility that test-takers performed differently between two tests, but not to extent that the 

raters were able to discern due to the little difference between bands on a given subscale.  

Qualitative analysis of the data revealed that test-takers had favorable attitudes towards the 

COPTEFL in many aspects and the majority of them did not show a particular preference in 

terms of the testing modes. But, it appears from the responses, if given the choice, most of the 

test-takers were found to prefer the face-to-face speaking test. However, this finding did not 

necessarily imply that their reactions to the COPTEFL were negative. This finding corroborated 

with the finding of Qian (2009) who also found that participants did not have a particular 

preference with respect to the testing modes, and only partially corroborated with the findings 

of most researchers including McNamara (1987); Shohamy, Donitsa-Schmidt, and Waizer 

(1993) and Joo (2008), who all found that an overwhelming of participants showed a particular 

preference to the direct testing mode. The finding of the current study was at odds with Brown’s 

(1993) study that test-takers preferred semi-direct testing mode to the direct testing one. At this 

point, as Qian (2009) suggested that we should  

“be cautious about drawing a conclusion as to which testing mode is more amenable to test-

takers as their preferences might be test and context dependent: Test-takers’ attitudes may be 
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influenced by various factors, such as test quality, the stakes of the test to the test-taker, test- 

takers’ cultural traditions and personalities, and so fort” (p.123). 

4.1. Limitations of the study 

The findings of the study must be considered in the context of several potential limitations and 

therefore, some caution is warranted when interpreting and generalizing the study results. It 

must be noted that the COPTEFL, as a newly developed testing format, was conducted on a 

small scale with a relatively small number of test-takers. The sample size which was drawn 

only from AUSFL might not have been representative or provided sufficient data for the study. 

Also, it should be stated that the sample only included AUSFL students who were mostly pre-

intermediate or intermediate level students having a similar educational background and high 

computer familiarity due to their classes in the laboratories as a part of their regular language 

program. Thus, in more diverse and larger sample size, a more convincing and distinct or even 

different set of results might have been arrived at. The conclusions drawn from the analyses 

were, therefore, tentative. 

4.2. Implications of the study 

The findings of the study suggested that before serving the COPTEFL as a substitute for the 

face-to-face speaking tests, making students familiar with it through several practices and 

therefore, helping them get used to is important. So, during these practice sessions, test 

administrators should explain test-takers the differences in testing formats and take their 

preferences into consideration, and thus support them when selecting the testing format that 

best meets their needs and interests. When test-takers get used to the COPTEFL, they can 

benefit from it as a new learning experience. On successful administration of it, the COPTEFL 

can be administered in language laboratory classes where students practice their English. This 

can help students assess their language on their own and see the progress in their level of English 

in time since the sounds are recorded. In time, practicing with the COPTEFL may help students 

to reduce the levels of nervousness mostly associated with face-to-face speaking tests. By 

giving award scores to their students constantly, the teachers can be informed about the profile 

of their students during the education period. The results of the experiment also showed that 

the use of the COPTEFL as a testing format helped reduce the amount of time, human resources, 

number of proctors, space and hard copy material required for a face-to-face speaking test. In 

addition to its advantages to test administrators and language testers, raters can also benefit 

from the convenience and user-friendliness of the rating platform in the COPTEFL system, 

which is attractive for its availability at any time and any place, low cost (i.e. no need for the 

use of cameras and CDs and a technical team to set the cameras) and potentially increased 

effectiveness compared with traditional face-to-face delivery. In foreign language programs at 

universities where there are a large number of incoming international students or exchange 

students (i.e. Erasmus students), it is generally a problem to group newcomers into appropriate 

instructional levels due to restricted time for organizing and delivering an entry or a placement 

test. For such cases, the COPTEFL can serve as a standardized oral proficiency test. 

The issues in the development of the COPTEFL have also important implications for future 

computer-based speaking test developers. The step-by-step processes in the test design, 

construction and administration can be used as a roadmap for the test developers. This study 

can only be considered a first approach for a computer-based speaking test. Future researchers 

can improve on this study by changing the nature of task types, the number of tasks or the 

scoring system. Finally, the limited number of research of this type in Turkey, also, may be a 

reason to further study in this field. 
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