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Abstract: In this article, image processing techniques to detect facial emotion expressions are examined. Studies done to detect facial 

expression are given in stages. The success of the convolutional neural networks (CNN) method in emotional expression has been 

investigated. A set of 981 CK + pictures containing human faces in 7 emotion categories was used. The success rates when using 

HOG, LBP, Wavelet feature of images and the original state of the images in the data set were compared. 

Keywords: Convolutional Neural Network (CNN), Histogram of gradients (HOG), Local Binary Pattern (LBP) Wavelet Transform, 

Facial Emotion Expression Recognition, CK+datasets 

Farklı Öznitelik Tanımlayıcı Yöntemlerini Evrişimsel Sinir Ağları ile Kullanarak Yüz İfadesinden Duygu Tespiti 

Özet: Bu makalede, yüzdeki duygu ifadelerini tespit etmek için imge işleme teknikleri incelenmiştir. Yüzdeki duygu ifadelerini tespit 

etmek için yapılan çalışmalar aşamalar halinde verilmiştir. Evrişimsel sinir ağları (CNN) yönteminin duygu ifadeleri tespitindeki 

başarısı ele alınmıştır.  7 duygu katogorisinde, insan yüzleri içeren 981adet imgeden oluşan CK+ imge seti kullanılmıştır. Veri 

setindeki imgelerin orijinal hali ve HOG, LBP ve İmgelerin dalgacık dönüşümü özniteliklerinin kullanıldığı durumlardaki başarı 

oranları karşılaştırılmıştır. 

Anahtar kelimeler: Evrişimsel sinir ağları, gradyanların histogramı, yerel iki örüntüler, dalgacık dönüşümü, yüz duygu ifadeleri 

tanımlama, CK+ veriseti 
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1. Introduction 

In this article, facial emotion detection has been made on 

images. In order to determine the facial area, important points 

were determined from the facial regions such as eyes, 

eyebrows, nose and mouth. Face features are extracted using 

HOG, LBP and Wavelet transform methods. 

Finally, facial emotion analysis was performed using the 

CNN Classification algorithm and 7 basic emotions such as 

’anger’, ’contempt’, ’disgust’, ’fear’, ’happy’, ’sadness’, 

’surprise’ were tried to be identified. 

In their study, Bayrakdar et al. [1] examined the studies in the 

literature on facial expression recognition and included some 

methods used in the analysis of facial expressions. As a result 

of the rapid development of these methods and human-

machine interaction, they concluded that human emotional 

expressions can be detected by computers. They concluded 

that fast and clear analysis of facial expressions and their 

accurate recognition is very important for many software 

systems in different application areas. 

Viola and Jones [2] in their study found a machine learning 

approach for physical object detection that can process 

images extremely quickly and achieve high detection rates. 

First, a new image display called "Integral linage" was 

designed, which enables the features used by the detector to 

be calculated very quickly. Next, a learning algorithm based 

on AdaBoost that can select a small number of critical visual 

features from a larger cluster and provide a highly effective 

classroom efficiency was developed. Finally, a method has 

been implemented to combine increasingly complex 

classifiers in a "cascade" that allows the background regions 

of the image to be discarded rapidly when calculating on 

object-like regions. As a result of the study, the rate of 

detecting the face region of the system is given by a 

comparative way. 

Lucey et al. [3] examined the Cohn-Kanade (CK) database 

published in 2000 to automatically detect individual facial 

expressions. It was concluded that the CK database was used 

for both action units (AU) and emotion perception. It is stated 

that the use of random subsets of the original database makes 

difficult meta-analysis. An expanded Cohn-Kanade (CK +) 

database has been developed to address these and other 

concerns. In this database, it was observed that the number of 

rankings increased by 22% and the number of projects 

increased by 27%. 

Image can be defined as a two-dimensional function. The 

height of the image is one of these dimension and the width is 

another dimension [4]. 

Image processing is a technique that enables operations such 

as increasing the clarity of the image, emphasizing or 

changing certain features on the image, detecting any object 

in the image, on images created by any image capture device. 

Mathematically, a two-dimensional matrix is obtained by 

image digitization. By these matrices, processes such as 

image enhancement, object detection from the image can be 

performed. 

After digitizing the image being processed in order to make 

an emotion analysis from a facial expression, the first step is 

to detect the face in the image. Then, by determining the 

features of the face, the basic points that will help us to 

identify facial expressions such as mouth, nose, eyes, 

eyebrows are determined. In the next step, the points 

determined are analyzed and the features of facial 

expressions are extracted. In the last step, the facial 

expression recognition process is performed by making the 

classification process. The stages are shown in Figure 1.1. 

 

Figure 1.1 Emotion recognition diagram from facial 

expressions 

1.1. Face detection 

Face detection is the absence of a facial area in an image. 

There are many different methods for face detection, such as 

color space method, Haar Cascade classifiers method, using 

dlib libraries. 

1.2. Face Features Extraction 

The next step after face detection is the removal of facial 

features. The permanent features of the face such as eyes, 

eyebrows, nose, mouth and facial lines are detected. Feature 

descriptors are used to extract face features. 

The features descriptor is a representation of an image 

created by taking useful information and eliminating 

unnecessary information, thus simplifying the image. 

Typically, a feature descriptor converts an image of size 

width, height, 3 (channels) into a feature vector or array of 

length n. 

Histogram of Oriented Gradient (HOG), focuses on the 

structure or shape of an object. When it comes to edge 

properties, it is only determined whether the pixel is an edge. 

And this is done by subtracting the gradient and direction of 

the edges. 

Local Binary Pattern (LBP) is a simple but very efficient 

texture operator that labels the pixels of an image by mapping 

the neighborhood of each pixel and views the result as a 

binary number. Because of its discriminatory power and 

computational simplicity, the LBP tissue operator is a 

popular approach in a variety of applications. Traditionally, 

tissue analysis can be seen as a unifying approach to different 

statistical and structural models. 

Wavelet Transform can be applied to one-dimensional 

signals as well as two-dimensional signals (pictures, etc.). 

This is the part that concerns the fields of Computer Vision 

and Image Processing. It allows to compress the image down 

to a certain size. 

1.3. Facial Expression Classification 

It is the last and most important stage in which facial emotion 

expressions are determined. Emotional expressions are tried 

to be defined by using the facial features found in the 
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previous stage. Classification is made according to the 

similarities among the facial features. A wide variety of 

classification methods have been developed. In this article, 

we used the Convolutional Neural Networks (CNN) method. 

In deep learning, a convolutional neural network (CNN or 

ConvNet) is a class of deep neural networks most commonly 

applied to analyze visual images. It has applications in image 

and video recognition, advisory systems, image 

classification, medical image analysis, natural language 

processing, and financial time series. 

The convolution network called CNN or ConvNet is a feed 

forward neural network and is also called multilayer 

perceptrons (MLPs) [5]. Its main subject is image recognition 

and image classifications, which are widely used in the 

current generation. Computer vision begins with reading the 

input image in the form of strings of pixels. 

The Convolution Layer extracts the features of an input 

image from the training dataset where the core is a small part 

of an input image for feature classification. The design begins 

with starting the CNN model by taking an input image (static 

or dynamic) created by adding a convolution layer, merge 

layer, flattening layers, and dense layers. Convolution layers 

are added for better accuracy in large data sets. 

 

Figure 1.2 Convolutional Neural Network Architecture for 

Facial Expression Recognition 

The architecture of CNN is depicted in Figure 1.2 [6]. It has 

two convolutional layers and two subsampling layers. The 

first convolutional layer is known as the undermasked or c1 

layer. The next layer is the subsampling layer with two layers 

(s1). The latter convolutional layer (or c2) has 12 masks. The 

final subsampling neural network has two layers. The last is a 

fully linked layer that causes classification. 

2. Emotion Detection from Facial Expression with 

Convolutional Neural Networks 

In this article, applications are written using python 

programming language and numpy, opencv, matplotlib, dlib, 

pandas, sklearn, tensorflow, keras libraries [7, 8, 9, 10, 11, 

12, 13] 

CK + image set consisting of 981 facial images was used to 

recognize emotions from facial expression. First, the data set 

was created using the data set obtained from the CK + picture 

set. And this dataset has been trained through the model 

which we created by convolutional neural networks (CNN). 

The success rate of the model was calculated by entering test 

data into the trained model. In addition, the success of the 

model created by calculating the complexity matrix in 

detecting each emotion was determined. Since the data in the 

complexity matrix is 30% test data, it will be 981 * 0.3 = 295, 

so 295 data labels were obtained. 

With the python programs we wrote, HOG, LBP, Wavelet 

pictures of each picture in the original CK+ picture set were 

found. The data set created from the pictures obtained was 

applied to our CNN model. 

The CNN model diagram which we have created with the 

Python programming language is shown in figure 2.1. 

The success rates of the facial expression recognition models 

created by using HOG, LBP, Wavelet and Original pictures 

by CNN model are given in Table 2.1. 

When we examine the accuracy score table, very 

approximate results are obtained when the CNN model is 

used with all face feature detection methods or original 

pictures. 

It was determined that the training period of the model was 

shorter due to the fact that the wavelet pictures were 

approximately 1/4 smaller than the other pictures. 

 

Fig. 2.1 The CNN model diagram 
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Table 2.1. Accuracy score comparison chart 

CNN model with 

different Features 

Training 

accuracy 

score 

Test 

accuracy 

score 

Training 

Time 

(Second) 

HOG images features % 99.27 % 96.27 450.8 

LBP images features % 100.0 % 96.95 460.6 

Wavelet images 

features 

% 97.81 % 95.93 313.6 

Original images 

features 

% 98.67 % 96.61 460.6 

When we created a CNN model through HOG, LBP, Wavelet 

feature detection methods and original pictures, it was found 

by using the confusion matrix how accurately 7 facial 

emotion expressions were predicted from 295 test pictures. 

And the results are given in table 2.2 comparatively. 

Table 2.2. Facial emotion recognition accuracy 

comparison  

CNN 

emotion 

predict a
n

g
er
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u

st
 

fe
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h
a

p
p
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sa
d

n
es
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su
rp
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se

 

HOG 

features 

 

93.02 

 

100 

 

98.24 

 

100 

 

93.15 

 

96.15 

 

98.59 

LBP 

features 

 
95.12 

 
73.33 

 
98.21 

 
94.73 

 
100 

 
96.29 

 
100 

Wavelet 

features 

 

94.69 

 

100 

 

 94.91 

 

90.47 

 

100 

 

 85.71 

 

100 

Orginal 

features 

 
94.73 

 
100 

 
98.24 

 
95 

 
100 

 
80.64 

 
98.61 

3. Conclusions 

In this study, the most successful results in detecting emotion 
expression with convolutional neural networks (CNN) were 
obtained by using LBP features. Wavelet features gave the 
best results in terms of duration. 
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