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Solidification with a sharp front is a moving 
boundary value problem, i.e. a Stefan problem 

which is very important for several engineering 
applications. When the historical background of 
numerical solutions of solidification problems 
are examined, relevant works in literature are 
summarized as follows. 

Lynch and O’Neill [1] developed a moving mesh 
technique for finite element phase change simulation. 
Lynch and Sullivan [2] calculated the heat flux at the 
phase boundary.  Kuang and Atluri [3] developed 
another moving mesh method. Tamma and Saw 
[4] developed an adaptive mesh refinement for the 
p-version finite element method (FEM) to improve the 
solutions locally. Zabaras et al. [5] used front tracking 
FEM for calculation of temperature and stress fields in 
a solidfying pure metal to understand the formation of 
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cracks due to the induced thermal stress field. Ro [6] 
investigated the development of heat transfer in phase 
change processes. Ghosh and Moorthy [7] proposed 
an alternative Arbitrary Lagrangian-Eulerian (ALE) 
approach to solidification problems. Wang et al. [8] 
examined a class of phase-field models for crystallization 
of pure substances from its melt. Gandin and Rappaz [9] 
developed a new algorithm based upon a 2-dimensional 
cellular automation technique for the simulation of 
dendritic grain formulation during solidification. Franca 
and Haghigi [10] developed a new adaptive finite element 
procedure for the solution of transient heat conduction 
problems. Juric and Tryggvason [11] presented a front-
tracking method to simulate time dependent two-
dimensional dendritic solidification of pure substances 
based on finite difference approximation of the heat 
equation and for explicit tracking of the liquid-solid 
interface. Chen et al. [12] developed a two-dimensional 

A B S T R A C T

Numerical solution of solidification of metals with a sharp front, in particular 
solidification of lead, is investigated. Considering the fact that the associated CPU 

time and memory requirement may be costly for large domains, alternatives are searched. 
It is observed that using a substructuring technique with a local mesh refinement is 
promising. Following, by the use of an adaptive error estimation algorithm to find the 
location of solidification front and mushy zone, dynamic substructuring technique is 
developed to decrease the computational cost and to increase the accuracy of results. 
Superconvergent patch recovery technique is used to obtain the heat f luxes to evaluate 
the error energy norm of elements at each analysis step. Solidification front, mushy 
zone and elements having errors above a threshold value are captured with the error 
estimator. Then, elements having errors above the threshold value are refined by creating 
a substructure which is independent from the original global mesh. Equations of the 
global coarse mesh are augmented with the equations of the substructure. Employing 
the equations of the original coarse mesh help reduce the computational cost. Numerical 
solutions are presented and it is shown that the proposed approach has advantages over 
the alternative methods and, by the virtue of the adaptive error estimation algorithm, 
significantly decreases the CPU time of numerical solutions while it increases the 
accuracy of solutions and locates precisely the solidification front and mushy zone.
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finite element program which can be applied to solve the 
solidification of pure metals and alloys, that includes the 
effects of natural convection in liquid using temperature 
recovery scheme. Provatas et al. [13] studied the evolution 
of solidification microstructures using a phase-field model 
computed on an adaptive finite element grid. Lewis and 
Ravindran [14] studied the coupling of the solidification 
analysis based on the heat conduction equation with 
fluid flow and thermal analysis for metal casting where 
various algorithms available in literature for modeling of 
solidification problems are discussed. Merle and Dolbow 
[15] applied the eXtended finite element method (X-FEM) 
to thermal problems with moving heat sources and phase 
boundaries which provides accurate solutions to transient 
thermal and phase change problems on fixed finite 
element meshes. Chessa et al. [16] applied the X-FEM to 
multi-dimensional Stefan problems whose approximation 
represents the phase interface and associated discontinuity 
in temperature gradient within an element, and the phase 
interface can be evolved without re-meshing or the use of 
artificial heat capacity techniques. Ji et al. [17] presented the 
application of the hybrid XFEM/Level Set Method (LSM) 
to two dimensional solidification problems and used a 
new approach with the XFEM for this class of problems 
whereby the partition of unity is constructed with  
polynomials and enriched with a  function. Zhao et al. 
[18] presented a two-dimensional model for simulation of 
the directional solidification of dendritic alloys and solved 
the transient energy and solute conservation equations 
using FEM discretizations; the energy equation was solved 
by a fixed mesh of bilinear elements in which the interface is 
tracked and the solute conservation equation is solved by an 
independent, variable mesh of quadratic triangular elements 
in the liquid phase only while the triangular mesh used in 
analyses is regenerated at each time step to accommodate 
the changes in the interface position using a Delaunay 
triangulation. Zang and Xu [19] developed a FEM model to 
compute the thermal and thermomechanical phenomena 
during pulsed laser induced melting and solidification 
where they used element removal and reactivation method 
in order to release and retrieve the stress and strain during 
melting and solidification. Takaki et al. [20] performed 
phase-field simulations during solidification of a binary 
alloy and used adaptive mesh refinement techniques 
during the FEM analysis in order to conduct the phase-field 
simulations effectively. Zabaras et al. [21] studied dendritic 
solidification of pure materials from an undercooled 
melt using the XFEM/LSM for modeling of the thermal 
problem and a volume averaged stabilized FEM formulation 
for modeling the fluid flow where they presented a 
dimension-independent methodology to simulate the 
growth of dendrites in the presence of convection. Their 
formulation is based on the XFEM/LSM to simulate the 
temperature evolution and a volume-averaged stabilized 

FEM formulation for the velocity evolution. Zhang et al. 
[22] developed an integrated meshless thermal–mechanical 
analysis system with a meshless solidification model based 
on Finite Point Method and the Meshless Local Petrov-
Galerkin method based elastic–plastic analysis model 
where they calculated heat transfer and solidification using 
the finite point meshless method. Wang et al. [23] applied 
moving grid method for the solution of a phase-field model 
for dendritic growth in two- and three-dimensions where 
moving mesh technique is used and the mesh redistribution 
is realized by solving an elliptic boundary control problem 
together with a nonlinear multi-grid algorithm. Hu et al. 
[24] proposed a multi-mesh adaptive finite element method 
for simulating the dendritic growth in two- and three-
dimensions and implemented the multi-mesh h-adaptive 
mesh refinement algorithm to enhance the computational  
efficiency. Lee and Sundararaghavan [25] studied a multi-
scale analysis scheme for solidification based on two-scale 
computational homogenization and used a non-linear 
coupled macro-micro FEM model for addressing the fluid 
solidification problems and tracked solidifying interface 
using an adaptive meshing strategy. Li and Shopple [26] 
developed a new FEM level set approach to simulate the 
interface motion where they applied the method to the 
classical solidification problem to locate the dendrites 
whose key feature is the construction of an interface-fitted 
mesh and its unrefinement with respect to a fixed base 
mesh at each time step of evolution. O’Hara et al. [27] 
presented the application of the generalized finite element 
method (GFEM) with global-local enrichments to problems 
of transient heat transfer involving localized features where 
the GFEM is utilized in order to numerically construct 
general, specially-tailored shape functions yielding high 
levels of accuracy on coarse FEM meshes. Chen et al. [28] 
coupled the macro and micro analysis to predict the 
microstructure growth of magnesium alloys in directional 
solidification process and used the FEM to calculate 
undercooling temperature, by which the macro analysis 
results were coupled into the micro analysis where very 
fine mesh is used in order to calculate temperatures. Chen 
et al. [29] proposed a coupled Cellular Automation – FEM 
model to predict the grain structure formation during Gas 
Tungsten Arc Welding where the FEM is used to solve the 
heat flow problem based on an adaptive meshing. Ghoneim 
[30] used a new meshfree interface-finite element method 
for numerical modeling of isothermal solutal melting 
and solidification in binary systems where the implicitly 
represented liquid-solid interface is allowed to arbitrarily 
intersect the finite elements where meshfree solid-liquid 
interface interface nodes are generated automatically based 
on the distribution of the signed distance function.  

When the above listed studies are examined, it is 
observed that computational methods used to solve the 
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Stefan problem can be classfied into the five classes such 
as the moving mesh method, adaptive remeshing method, 
XFEM, generalized FEM and meshless methods. Moving 
mesh methods update the mesh in order to conform the 
element edges to the solidification front; the mesh is updated 
totally or locally and mesh regeneration for complex 
interfaces is difficult. Adaptive remeshing methods use error 
estimators to determine the errors around solidification 
front and these algorithms refine the mesh by remeshing 
to reduce the error levels. On the other hand, the XFEM, 
generalized FEM and meshless methods are very popular in 
recent years for interface problems. These methods capture 
the discontinuities such as the solidification front by using 
LSM. Then, extra degrees of freedom (DOF) are added to 
the elements or extra nodes are added to the mesh in order 
to obtain improved solutions around the solidification front. 
Advantage of these methods is that the original mesh is not 
updated when the extra DOF or extra nodes are added to 
the original mesh; however, the associated matrices are 
to be updated at each analysis step that slows down the 
solution procedure.

All of the methods mentioned above require the update 
of associated matrices at each analysis step due to the 
updated mesh, refined mesh, adding extra DOF or adding 
nodes; as a result, the CPU time and memory requirement 
of these methods increase significantly. 

Motivated by the drawbacks of above methods, a 
new technique using FEM is proposed called dynamic 
substructuring approach based on adaptive error estimation. 
In this method, the original FEM mesh is not changed 
during the solution steps and accurate solutions can be 
obtained using very coarse meshes. In particular, two phase 
Stefan problem of lead material is considered in this study. 
The computational domain is meshed with a coarse mesh 
and propagation of solidification front, mushy zone and 
elements having errors above a threshold value are captured 
with an error energy norm estimator at each analysis step. 
Then, a substructure independent from the global model 
is generated by refining the elements having errors above 
the error threshold; thus, remeshing of the entire original 
mesh at each analysis step is avoided that helps reduce the 
CPU time considerably. Substructure boundary conditions 
are obtained from the nodes of global model which are 
the neighbours to the elements used for the substructure. 
Following, the original global equations are augmented 
by the substructure equations and then the coupled 
equations of original and substructure equations are solved 
simultaneously. The mesh refinement is adaptive based on 
the adaptive error estimator calculations and the refined 
regions are removed in the substructure if their error level 
reduces to below the threshold value during analysis steps. 

The main advantage of the proposed approach is that 
the substructure generation does not affect the original 
global matrices and a small portion of the coarse global 
mesh is refined automatically; thus, there is no need for 
remeshing the original coarse mesh at each analysis step. In 
sum, the original global mesh is kept unchanged during the 
whole analysis steps. Therefore, the proposed method does 
not employ any remeshing algorithm that slows down the 
numerical solutions that are followed in the moving mesh 
method, adaptive remeshing method, XFEM, generalized 
FEM and meshless methods in literature. Moreover, the 
initial global equations can be used throughout the solution 
procedure if associated FEM matrices are unchanged that 
further reduces the CPU time of the proposed approach. 
Numerical solutions are presented and it is shown that the 
proposed approach has advantages over the alternative 
methods and, by the virtue of the adaptive error estimation 
algorithm, significantly decreases the CPU time of 
numerical solutions while it increases the accuracy of 
solutions and locates precisely the solidification front and 
mushy zone.

Solidification and Mathematical Equations
During the solidification process, liquid metal changes 
its phase, conduction heat transfer occurs conduction 
heat transfer occurs in both solid phase and liquid phase. 
It also occurs between these two phases. Convective heat 
transfer occurs in liquid phase and at solidification front. 
In this study, heat convection motion of liquid metal is 
ignored. The mushy zone is also considered in all analyses. 
Solidification process is described mathematically 
with heat conduction and heat convection equations. 
Equations used in FEM analyses are presented below.

The transient heat transfer by conduction can be 
described by the following equation [10]

                (1)

where  is the density,  specific heat,  temperature,  
time,  thermal conductivity and  external heat source.

The heat transfer between solidification front and 
liquid metal occurs by convection associated with the 
release of latent heat of solidification that is represented by 
the following equation [31]

(2)

At the solidification front, temperature will 
satisfy the following condition [31]

( )Tp
TC Q
t

ρ λ∂
= ∇ ∇ +

∂

TT L h
x t

ξλ ρ∂ ∂
= + ∇

∂ ∂
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(3)

where  is the latent heat of crystallization,  position of 
solidification front,  coefficient of heat convection at the 
solidification front interface,  overheating and  crust 
temperature at which solidification starts. 

Figure 1 shows the process of solidification for pure 
metals and alloys schematically [32]. Solidification starts 
when the temperature of liquid metal ( ) decreases to 
melting temperature ( ) for pure metals. When the 
alloys are considered, a mushy zone starts to develop at 
melting temperature and solidification starts at the crust 
temperature. Mushy zone temperature varies between the 
crust temperature and melting temperature. In this zone, 
the liquid and solid phases are mixed. Figure 2 shows the 
phase change depending on temperature for alloys.

In this study, solidification characteristics of lead is 
studied with the proposed method. The experimental 
studies on the solidification of lead are completed using an 
experimental equipment by Bratu [31] where it is reported 
that the crust temperature of lead is 320°C and melting 
temperature of lead is 327°C. 

Temperature dependent thermodynamic and 
thermophysical quantities of lead can be determined using 
the relationships given by Equations (4) to (6)

For 
        (4)

Equation (4) is obtained with the least squares curve 
fit to the tabular values given in [33]. This equation is valid 
from 123.2 K to 600.2 K. In addition, for ,  and 
 are given by [34]

(5)

(6)

Moreover, for , we have [35]

    (7)

(8)
(9)

2-D Finite Element Formulation for Solidification 
Problem
The semi-discrete FEM equations for linear transient 
heat transfer problems can be cast into the following 
form [36]

(10)
In this study, heat generation and heat flux are assumed 

to be zero and heat convection is considered only at the 
solidification front. Thus, the above formulation reduces to

(11)

where  is the capacity matrix,  conductivity matrix, 
 convection matrix and  convective heat vector.

Time Integration
Equation (11) is a parabolic semi-discrete equation, and 
time dependent numerical solution of this equation can 
be obtained with the generalized trapezoidal family of 
methods which consists of the following equations [37] 

(12)

(13)

            (14)

Figure 1. Solidification scheme: (a) pure metals and (b) alloys [32].

Figure 2. Phase change depending on temperature for alloys.

( )( )T , ct t Tξ = ( ) ( )3 2( 6 8) 8 5 0.0428 42.89T E T E T Tλ = − − + − − +

0.32702 0.001089 31.14/0.156391 T T
pC T e e− −=

311340 /kg mρ =

( ) 0.011 9.2T Tλ = +

( ) ( ) ( )2 2176.2 4.923 2 1.544 5 1.524 6pC E T E T E T −= − − + − −

11441 1.2795Tρ = −

[ ] ( ){ } [ ] [ ]( ) ( ){ } ( ){ } ( ){ } ( ){ },c h Q q hC T t K K T t R T t R t R t+ + = + +

[ ] ( ){ } [ ] [ ]( ) ( ){ } ( ){ }c h hC T t K K T t R t+ + =

1 1 1n n nCT KT R+ + ++ =

1n n nT T tT α+ += + ∆ 

( ) 11n n nT T Tα α α+ + = − + 
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where  and are respectively the FEM approximations 
of  and  at discrete time steps, ),  is 
the time step assumed to be constant and  is a parameter 
in the interval [0, 1]. Note that  is chosen as 0.5 which 
corresponds to trapezoidal rule [37]. 

Finite Element Formulation
In this study, 4 noded quadrilateral elements in normal 
coordinates shown in Figure 3 are used for element 
formulations. 

Bilinear shape functions of the element are given below 
[38]

(15)

(16)

(17)

(18)

The temperature at an arbitrary point inside an element 
can be approximated by 

(19)
When steady-state conditions do not prevail, 

temperature change in a unit volume of material is resisted 
by thermal mass that depends on the mass density  of the 
material and its specific heat . The capacity matrix  is 
built by assembling the element heat capacity matrices  
[39]; namely,

 where  (20)

In this study, lumped capacity matrix formulation is 
used in the developed FEM code. For a rectangular element, 
lumped capacity matrix is obtained by the row-sum 
technique [37]; namely, we simply divide the summation 
of heat capacity matrix  components in a row by four 
and put the result along the diagonal of the same row of 
. Thus, if we employ 4 noded rectangular elements, we may 
use the following for an internal node [40]

               (21)

in the main diagonal of the capacity matrix . Thus, the 
lumped capacity matrix has the following diagonal 
form [40]

    
         

  (22)

Such a diagonal capacity matrix provides considerable 
computational advantage because they are easy to store 
and invert. Then, element conductivity matrix can be 
evaluated as follows

      (23)

where [  ] is the temperature differentiation matrix,  
thermal conductivity matrix and  area of element as 
follows

            
 (24)

   
  (25)

Following, element convection matrix can be expressed 
as follows [36]

     (26)

where  is shape function matrix,  coefficient of 
convection and  length of convection edge of the 
element #e. The convective heat vector can be 

Figure 3. Four noded quadrilateral element in normal coordinates.
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calculated by [36]

      (27)

where  is the environment temperature. 

Note that heat convection equations are only 
considered at the solidification front. Hence,  value is 
equal to the average temperature of the neighboring solid 
element at the solidification front during analysis steps. 

The 2-D FEM solution scheme of two phase 
solidification problem is shown in Figure 4. Note that all 
elements are liquid at the first analysis step. Temperatures of 
all nodes are checked after the calculations at each analysis 
step according to the algorithm described below and the 
location of solidification front can be determined by this 
methodology. 

When the four nodes of an element are equal or 
below  that element is considered as solid. Solid elements, 
liquid elements and mixed phase elements are shown in 
Figure 4. Mixed phase elements located in the mushy zone 
are considered as liquid due to [31] and the location of 
solidification front is shown with red lines. Convective heat 
transfer is only considered at the solidification front (i.e., red 
edges of mixed phase elements) and it is shown with blue 
arrows in Figure 4. The environment temperature  for heat 
convection calculations is equal to the average temperature 
of solid element at the solidification front. 

Thermodynamic and thermophsical properties (i.e., 
,  and ) of the material are temperature dependent 

which are calculated at the beginning of each analysis step 
depending on the average temperature of each element.

Adaptive Finite Element Recovery and A 
Posteriori Error Estimators
It is important to obtain the correct location of 
solidification front during the analyses due to the effect of 
heat flux jump at the front. The location of solidification 
front is assumed to be at element boundaries in this study. 
Therefore, refined meshes will give more accurate results 
than the coarse meshes.

The two phase solidification problems involve evolution 
of surfaces coupled with flux jump boundary conditions 
across the interfaces [25]. It is known that heat flux jumps 
cause errors during the numerical solution and these errors 
can be decreased to allowable levels by refining the mesh 
around the solidification front. To this end, adaptive finite 
element recovery techniques can be used. The adaptive 
error estimator developed by Zienkiewicz and Zhu allows 
the global error energy norm to be well estimated and also 
gives a good evaluation of local errors [41].

In an optimal mesh, it is desirable that the distribution 
of element error energy norm (i.e., ) should be almost 
constant for all elements. Thus, the total permissible error 
level is determined (assuming that it is found by numerical 
solutions) as follows [42]

             (28)

Then, we could pose a requirement that the error norm 
in any element #k should satisfy

      
  (29)

where  is the permissible error percentage,  heat 
flux energy norm,  heat flux error energy norm and  
number of elements.

Since no analytical solution is available for most of the 
practical problems, an estimated error is calculated based 
on a recovered solution. The exact error can be written as 
[43]

             (30)

where  and  are the exact and numerical solutions, 
respectively. Similarly, the heat flux error can be defined 
as follows

        (31)

Figure 4. 2-D FEM solution scheme of two phase solidification problem.
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where  and  are the exact and numerical solutions of 
heat fluxes. Then, temperature error energy norm can be 
calculated by the following equation

     (32)

and heat flux error energy norm expression is as follows

      (33)

Numerical heat fluxes at any point inside an element 
can be calculated by
 

 
 (34)

Accurate heat flux values are to be calculated to 
determine the heat flux error. In this study, superconvergent 
patch recovery (SPR) technique is used for obtaining 
accurate heat flux values. The concept of superconvergence 
is that the approximate solutions at some points are more 
accurate, or in other words, the rate of convergence at those 
points is higher than those of other points [44]. The SPR 
technique is employed to recover the heat fluxes from Gauss 
integration points [37] by using element patches. On each 
patch, a polynomial expansion for each component of the 
recovered heat flux field is expressed in the following form 
[45].

                 (35)

where i denotes the axes (i.e.,  or  axis),  represents 
a polynomial basis and  are unknown coefficients. 
Usually, the polynomial basis is chosen equal to the non-
extended FEM basis [37] for temperature field. A least 
squares approximation to the values of  is evaluated 
at Gauss integration points of the elements within the 
patch. Detailed description of the SPR technique is given 
as follows [42]. Then,

                (36)

         (37)

with                                        where  and  are the coordina-
tes of the interior vertex node describing the patch, e.g., 
see Figure 5.

For each element patch, a least squares functional is 
minimized with n sampling points [42].

          (38)

where

             (39)

and corresponds to the coordinates of the 
superconvergent sampling point k, that yields 
immediately the coefficients  as follows [42].

                    (40)

where
 and         (41)

Figure 5. Interior superconvergent patches for quadrilateral elements (i.e., linear, quadratic and cubic) and triangles (i.e., linear and quadratic) [42].
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In this study, center points of elements are selected 
as superconvergent sampling points and accurate heat 
flux values  at nodes are determined using element 
patches. Numerical heat flux values  are determined via 
extrapolation of the heat flux values at Gauss integration 
points to the nodes.

Note that the value of permissible error percentage 
denoted by  is very important for adaptive finite element 
recovery. If  is selected smaller than an optimum value, 
more elements are captured by the error algorithm and 
total solution time increases. If  is selected larger than an 
optimum value, less number of elements are captured and 
accuracy of solution decreases. 

Dynamic Substructuring Alagorithm
Approximation errors caused by the heat flux jump at 
the solidification front and discretization errors due to 
large element size can be decreased to allowable levels 
by mesh refinement around the solidification front. 
Refining all elements can be a remedy for this problem 
but its computational cost will be very high. In this 

study, only the elements having errors larger than the 
permissible error percentage  are refined to reduce 
the computational cost of problem. This refinement 
is performed by preparing a substructure and the 
original mesh of the global model is not affected by 
the mesh refinement. The original global equations are 
augmented with the substructure equations and this 
process is repeated at each analysis step. If the error 
level reduces to below the threshold value for certain 
elements at an analysis step, associated refined elements 
are removed in the substructure. Thus, the substructure 
is very effective for accurate numerical solutions.

Figures 6 and 7 show a representation of substructuring 
method. The global model with a coarse mesh is shown 
in Figure 6. At each solution step, errors of elements are 
calculated with the methodology given in Section 3.3. 
Elements having errors higher than permissible error 
percentage  are shown with red dotted texture in Figure 
6. Nodes of these elements are shown with blue and green 
dots. Green dots indicate the nodes of elements having 
errors higher than permissible error percentage on model 
boundary. Temperature values at blue and green nodes 
contain errors due to the coarse mesh and heat flux jump 
exists at the solidification front. Temperature values of black 
nodes and red nodes are in the allowable limits. Thus, red 
nodes which are neighboring nodes to elements having 
errors higher than permissible error percentage are used 
as the boundary nodes of substructure and temperature 
values of these red nodes are applied to the substructure 
as boundary conditions. Our algorithm determines the 
elements having errors higher than permissible error 
percentage  and neighboring nodes to these elements at 
every analysis step. 

The substructure given in Figure 7 (a) is created by 
the substructuring algoritm developed in this study. All 
codes are developed using Matlab environment. Number 
of element division in mesh refinement is selected by the 
user. In this example, each element is divided by 3x3 and 
9 sub-elements are created inside each global element if 
that element has an error higher than permissible error 
percentage . Red nodes and yellow nodes represent the 
boundary nodes. The boundary conditions of substructure 
are applied to these nodes. Temperature values of red nodes 
are obtained from the global model. Temperature values of 
yellow nodes are determined by linear interpolation. Figure 
7 (b) shows an element which has two shared edges with 
a substructure boundary. The temperatures ,  and  
are obtained from the global model. Firstly, the algoritm 
determines the red nodes which are around yellow nodes. 
For example, yellow nodes on vertical edge are located 
between the red nodes having the temperatures of  and  
, and yellow nodes on horizontal edge are located between 

Figure 6. Global model with coarse mesh and elements having large 
errors.

Figure 7. (a) Substructure and (b) interpolation of boundary 
temperatures..



135

O
.U

ya
r a

nd
 A

. M
ug

an
 / 

H
it

ti
te

 J 
Sc

i E
ng

, 2
01

5,
 2

 (2
) 1

27
–1

44

the red nodes having the temperatures of  and . Then, 
the algoritm calculates the temperatures  and  of the 
nodes located on vertical and horizontal edges with the 
following interpolation equations

   (42)
     

                                              (43)

where  is the number of divisions on the corresponding 
edge of the element. 

After obtaining boundary conditions of the 
substructure, the capacity and stiffness matrices and heat 
vectors of the substructure are calculated. Following, the 
global model equations are augmented with substructure 
equations which is explained in Section 3.5.

The red cross symbols in Figure 7 (a) indicate the nodes 
having unknown temperature values. Temperatures of 
inner nodes are calculated by the generalized trapezoidal 
method at each analysis step. During the solution process, 
the location of solidification front is determined at each 
analysis step and heat convection is applied to elements 
which are neighbour to the solidification front. 

Another important issue in the substructuring emerge 
when the substructure boundary nodes coincide with the 
global model boundary nodes. When such a condition 
occurs, the algoritm applies the global model boundary 
conditions to the coincident nodes of the substructure. 
Such a case is shown in Figure 8 where 100 °C temperature 
is applied to the top nodes of global model as boundary 
conditions. When the substructure is created, the same 
boundary condition is applied to the coincident nodes of the 
substructure.

Temperature initial conditions are to be applied to 
the substructure nodes except the nodes lying on the 
boundaries before the solution process. At the first analysis 
step, global model initial temperatures are applied to the 
nodes and problem is solved. At the following steps, the 
algoritm checks the substructure of previous step. If there 
are common global elements at succeeding steps, calculated 
common nodal temperatures of the previous step are 
applied as the initial temperature to the common nodes of 
the current step.  

Figure 9 (a) shows the global model and Figure 9 (b) 
shows the augmented model at the analysis step #1. Elements 
having errors higher than permissible error percentage  

and substructure boundary are determined with the global 
model solution (i.e., see Figure 9 (a)) at the end of analysis 
step #1. Then, the substructure is generated to reduce the 
error levels by following the method described above. Initial 
temperature of the global model is applied to internal nodes 
of the substructure as initial conditions because this is the 
first step of analyses. After the substructure is generated, 
the global model is augmented with it as shown in Figure 9 
(b). This augmented model is solved in analysis step #1 again 
and unknown substructure temperature values shown by 
blue nodes are obtained. 

After solving the first analysis step, the program 
increases the time step number and obtains the global 
model solution; then, elements having errors higher than 
permissible error percentage  and substructure boundary 
for the second analysis step are calculated (e.g., see Figure 
10 (a)). Then, new substructure for the second analysis step 
is prepared. The method to obtain the initial temperatures 
of substructure is different for step #1 and for other steps. 
The program checks the existence of common elements 
having errors higher than permissible error percentage

 between the current and previous analysis steps. If such 
elements are found, then the program automatically maps 

Figure 8. (a) Global model with boundary conditions and (b) substructure with global model boundary conditions.
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the temperatures calculated by the previous augmented 
model onto the common nodes of the current substructure. 
Figure 10 (b) shows the substructure at analysis step #2. It is 
seen that the green nodes in Figure 10 (b) are the common 
nodes with blue, black and grey nodes of the substructure 
in Figure 9 (b) at analysis step #1. Thus, temperature values 
of blue, black and grey nodes are mapped onto green nodes 
of the new substructure at the beginning of anaysis step #2. 

Initial temperatures of orange nodes are also to be 
determined before the solution of augmented equation 
system. Temperature values of green nodes, purple nodes 
and yellow nodes in Figure 10 (b) are known. Subsequently, 
initial temperature values of orange nodes can be found by 
interpolation with the least square fit method given by 

Figure 9. (a) Global model and elements having large errors at the end of step #1. (b) Substructure and 
calculated temperatures at the end of step #1.

Figure 10. (a) Global model and elements having large errors at the end of step #2. (b) Substructure and initial temperatures at the beginning of step #2..
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     (45)
  

(46)

      (47)

where  is a polynominal curve fitting function 
for the temperature, the coefficients  are unknown, 
and  and  are the nodal coordinates. Equation (45) 
shows the matrix equation of polynominal temperature 
curve fitting function. The unknown coefficients 
can be determined using Equation (47) and known 
temperature values which are those of the neighbouring 
nodes to orange nodes in Figure 10 (b) . After finding the 
coefficients , unknown temperature values of orange 
nodes are calculated using Equation (44).
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Augmentation of Substructuring Equations
Semi-discrete FEM equations of the original global 
model for transient two phase solidification problem can 
be written in the following form 

    (48)

Semi-discrete FEM equations for the substructuring 
can be writen in a similar fashion as follows

    (49)

These two matrix equations can be augmented as 
follows:

where  is the global model capacity matrix,  is 
the substructure capacity matrix,  is the global 
model temperature derivative vector,  is the 
substructure temperature derivative vector,  and 

 are the global model stiffness matrices,  and 
 are the substructure stiffness matrices,  is 

the global model temperature vector,  is the 
substructure temperature vector,  is the global 
heat vector,  is the substructure heat vector 
and  is the substructure boundary condition matrix. 
All matrices and vectors except  in Equation (50) can 
be calculated with the formulas given in Section 3.2. 
The matrix  is formed considering the substructure 
boundaries, corresponding global model nodes and 
element refinement of global model elements. How to 
construct the matrix  is below described for a simple 
domain. 

Figure 10. (a) Global model, (b) substructure and (c) augmented model.

 (50)

Figure 11 shows the global model, substructure and 
augmented model for a rectangular domain where the 
substructure is located between the global model nodes 
6, 7, 10 and 11. Then, substructure nodes 1, 4, 13 and 16 
are coincident with the global model nodes 6, 7, 10 and 11. 
Before creating the matrix , its size should be determined, 
that depends on the global model DOF and substructure 
DOF. Number of rows of  is equal to the substructure 
DOF (m) and number of columns of  is equal to the 
global model DOF (n); then, the size of  will be mxn. It 
is shown in Figure 11 that total global model DOF is 16 and 
total substructure DOF is 16; then, the size of  is 16x16 for 
this domain.

Internal nodes of the substructure have no connection 
with the boundary and nodes of the global model. Hence, 
the rows of the matrix  which match with the internal 
node numbers will be zero and subsequently all matrix 
components which are in the rows 6, 7, 10 and 11 are zero. 

The rows of the matrix  which match with the 
corner node numbers will also be zero except for the 
columns of global model node numbers coincident with 
the corresponding substructure node numbers that will  be 
equal to unity. The substructure nodes 1, 4, 13 and 16 are 
coincident with the global model nodes 6, 7, 10 and 11; thus, 
the components  are equal 
to 1. 

The rows of the matrix  which match with the mid 
node numbers on the boundary will be zero except for the 
columns of global model node numbers coincident with 
the corresponding substructure corner node numbers. 
The substructure nodes 2 and 3 are located between the 
global model corner nodes 6 and 7. Thus, the components 

 are not equal to zero.  The 
substructure nodes 8 and 12 are located between the 
global model corner nodes 7 and 11. Thus, the components 

 are not equal to zero. The 

[ ] ( ){ } [ ] [ ]( ) ( ){ } ( ){ }c h hC T t K K T t R t+ + =

[ ] ( ){ } [ ] [ ]( ) ( ){ } ( ){ }sub c h sub hsubsub sub sub
C T t K K T t R t+ + =

[ ] [ ]
[ ] [ ]

( ){ }
( ){ }

[ ] [ ] [ ]
[ ] [ ] [ ]

( ){ }
( ){ }

( ){ }
( ){ }

    0 0
      

hc h

c h sub hsubsub sub subsub

T t T t R tC K K
G C G K K T t R tT t

        +     + =        − − +                







O
.U

ya
r a

nd
 A

. M
ug

an
 / 

H
it

ti
te

 J 
Sc

i E
ng

, 2
01

5,
 2

 (2
) 1

27
–1

44

138

        (51)

For example, the substructure node 2 is located between the global model corner nodes 6 and 7. Following, the 
components  and can be calculated as follows

  (52)
  

(53)

Then, the matrix for the sample domain shown in Figure 11 is given by 

(54)

substructure nodes 14 and 15 are located between the 
global model corner nodes 10 and 11. Thus, the components 

 are not equal to zero. 
The substructure nodes 5 and 9 are located between the 
global model corner nodes 6 and 10. Thus, the components 

 are not equal to zero. The 
values of non-zero components of  are found with the 
following formula which is an interpolation equation

( )            , 1
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distancebetween global model corner nodes

= −

( )      2     6 1 22,6 1 1
      6  7 3 3
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= − = − =

( )      2     7 2 12,7 1 1
      6  7 3 3

distanceof submodel node to global model nodeG
distancebetween global model corner nodes and

= − = − =

[ ]

0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 2 3 1 3 0 0 0 0 0 0 0 0
0 0 0 0 0 1 3 2 3 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 2 3 0 0 0 1 3 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 2 3 0 0 0 1 3 0 0 0 0 0

 
0 0 0 0 0 1 3 0 0 0 2 3 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 3 0 0 0 2

G =

3 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 2 3 1 3 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 3 2 3 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12. Geometry of 2-D computational domain with the boundary 
and initial conditions.

Numerical Examples
In this section, two phase solidification problem of lead 
is solved in 2D using the proposed approach. Firstly, it is 
solved using a fine mesh and a coarse mesh to be used for 
comparisons. Then, dynamic substructuring technique 
is applied to the coarse mesh along with the adaptive 
error estimation algorithm. All examples are solved with 
a developed Matlab code on a PC having an Intel Core 
i7-4820 @ 3.70 GHz CPU, 16 GB RAM and Windows 8 
operating system. Only one core of the CPU is utilized 
for the computations.

The computational domain has the length of 0.5 m and 
width of 0.5 m. Initial temperature of liquid lead is 337°C (

) and computational domain is cooled by applying 300°C 

temperature ( ) to the left and bottom edges of the domain. 
Other edges of the domain are adiabatic (e.g., see Figure 12). 
Temperature variations of thermal conductivity, specific 
heat and density of the material are given by Equations (4) 
to ( 9), respectively. These properties of the lead material are 
calculated depending on the element average temperature 
at every analysis step. 
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Total solution time is chosen as 2350 seconds in real 
time, the solution is completed at 2350 steps and constant 
time step of 1 second is used in numerical solutions. Figure 
13 shows the temperature distribution in the coarse mesh 
(having the element division of 25x25) at the last analysis 
step and Figure 14 shows the temperature distribution in 
the fine mesh (having the element division of 75x75) at the 
last analysis step. The crust temperature of lead alloy is 320 

°C and melting temperature is 327°C. Therefore, the green 
contours in both figures show the location of mushy zone 
and the boundary between the green contour and cyan 
contour shows the location of solidification front. If the 
solutions are examined, it is observed in the coarse mesh 
solution that almost all of the liquid metal is solidified 
at the time instant of 2350 seconds and the position of 
solidification front is not very clear. However, when the fine 
mesh is used, it is observed that the mushy zone is larger and 
position of solidification front is very clear. 

Following, dynamic substructuring approach proposed 
in this paper is applied to the same solidification problem 
having the coarse mesh shown in Figure 13. Figures 15 (a) 
to (g) show the temperature distributions at different time 
instants during solidification. Each element is divided into 
9 elements when generating the substructure, the error 
threshold  is selected to be 1.5 %, the density  is assumed 
to be constant for the solid phase and the coefficient of 
convection h is assumed to be constant at the solid-liquid 
interface whose value is obtained from Bratu, et al. [31] as 
1600 . 

Note that total solution time of the fine mesh is 11,773 
seconds. When dynamic substructuring approach based 
on adaptive error estimation is used with 1.5 % permissible 
error percentage , total solution time reduced to 9,141 s. The 
reduction in CPU times will  be even further if the element 
matrices of the original global model are constant. Besides, 
the proposed dynamic substructuring approach requires 
less memory than the conventional fine mesh analysis. 
Moreover, the locations of solidification front and mushy 
zone are found very precisely by the proposed approach.

Temperature difference percentage between dynamic 
substructure results and fine mesh results at the time instant 
of 2350 seconds is given in Figure 16 in which it is observed 
that the maximum temperature difference percentage is 
0.29 %. This accuracy level shows that the error estimation 
algoritm based dynamic substructuring technique works 
very well and this technique provides very good accuracy 
by decreasing the total CPU time.

The same problem is solved using different permissible 
error values  to compare the effect of this parameter on the 
accuracy and CPU times. To this end, selected values are 

1 %, 1.5 %, 2 % and 3 % and the corresponding CPU times 
are found as 13,913 sec., 9,141 sec., 7,312 sec., 5,813 sec., 
respectively. Figure 17 shows the temperature distributions 
as  changes at the time instant of 2350 sec. Note that the 
locations of solidification front and mushy zone can be 
found very precisely by the proposed approach for all values 
of . It is observed that permissible error percentage  value 
of 3 % yields acceptable results while the associated CPU 
time is almost half of that of the fine mesh.

DISCUSSION
Under the light of numerical results, it is observed that 
dynamic substructuring technique is more advantageous 
when compared with the other methods such as moving 
mesh method, adaptive remeshing method, XFEM 
method, GFEM method and meshless methods whose 
main drawbacks are listed below.

In moving mesh method, firstly solid liquid interface 
is tracked explicitly and then the mesh is deformed 
dynamically to align the element edges with the solidification 
front. Main advantage of this method is that number of 
nodes and elements are fixed; however, element sizes in the 
deformed region become larger during rearrangment of the 
nodes and this condition causes high element aspect ratios.  
New elements need to be created to decrease the element 

Figure 13. Coarse mesh temperature distribution at t=2350 seconds.

Figure 14. Fine mesh temperature distribution at t=2350 seconds.
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Figure 15. Temperature distributions found by dynamic substructuring approach at time 
instants of (a) 1 sec., (b) 10 sec., (c) 300 sec., (d) 500 sec., (e) 1000 sec., (f) 1500 sec., (g) 2000 sec., 
(h) 2350 sec.

(b)(a)

(c) (d)

(e) (f )

(g) (h)
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aspect ratios. During this process, global matrices are to be 
updated at each analysis step due to rearrangment of the 
node coordinates and also element sizes are to be checked  
at each analysis step, e.g., see [1], [2], [3], [5], [11], [12], [26]. In 
addition, this method is not suitable for alloys with finite 
freezing range and it is applicable to simple geometry and 
interface shapes only; appearing or disappearing phases and 
multiple interfaces cannot be handled by this method [16].

In adaptive remeshing method, the location of 
solidification front is determined with error estimators or 
interface tracking methods. After that the whole global 
domain is remeshed to align the element edges with the 

solidification front and a fine mesh is used at interface. 
During remeshing, old mesh data are to be mapped onto 
new mesh data for which special algorithms are required to 
obtain accurate solutions. In this method, global matrices 
are to be updated due to remeshing operation and also 
element numbers increase drastically because the whole 
domain is remeshed, e.g., see [10], [13], [18], [20], [24], [43].

The GFEM  and XFEM determine the location of 
solidification front with interface tracking methods such as 
level set methods. After finding the location of solidification 
front, imaginary nodes are placed on interface and elements 
are split with these nodes. Mesh of the domain is not 
affected during these methods but global matrices are to be 
updated at each step due to imaginary nodes and extra DOF, 
e.g., see [15], [16], [17], [21], [27], [45]. 

Meshless methods determine the location of 
solidification front with interface tracking methods and 
then place points on interface to obtain accurate solutions 
at phase change location. Global matrices are to be updated 
at each analysis step due to the extra points placed on the 
solidification interface, e.g., see [22], [30].

All of these methods mentioned above focus on 
aligning the nodes to the solidification front except for error 
estimator based adaptive remeshing methods. Thus, very 

Figure 16. Temperature difference percentage ( ) between dynamic 
substructure results and fine mesh results at the time instant of 2350 sec.

Figure 17. Temperature distributions depending on : (a) =1 %, (b) =1.5 %, (c) =2 %, (d) =3 % 

(a) (b)

(c) (d)
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accurate solutions around the solidification front can be 
obtained with these methods. However, all of these methods 
ignore mushy zone except for error estimator based adaptive 
remeshing method. One of the advantages of dynamic 
substructuring method arise at this point; error estimation 
algorithm automatically captures the solidification front 
and mushy zone due to high error ratios of these elements 
and this condition causes both the solidification front and 
mushy zone to be refined automatically and to get more 
accurate results at these zones. 

On the other hand, error estimator based adaptive 
remeshing methods can also capture the mushy zone but 
their disadvantage is high CPU times because the whole 
domain is remeshed with refined elements in these methods. 
When the size of model geometry increases, the solution 
time also increases drastically. Another disadvantage of 
these methods compared with dynamic substructuring 
method is mesh compatibility. In these alternative methods 
during remeshing, old mesh data needs to be mapped onto 
new mesh data and special algorithms are required to obtain 
accurate solutions. If the local remeshing is applied to the 
domain, it is hard to connect the new generated refined 
elements to the coarse mesh of domain. This phenomenon 
does not occur at dynamic substructuring approach because 
the substructure is created explicitly and independent from 
the original global model. Thus, substructure domain 
elements can be refined freely.   

There is no clear CPU time comparisions of alternative 
methods in literature given above except for meshless 
methods. Meshless methods are slower than classical FEM 
per reference [30].  But, when the alternative methods are 
considered, node numbers and element numbers of the 
global domain are increased to improve the accuracy and 
this condition causes the global matrices to be updated at 
each analysis step. When the computation domain gets 
larger, solution time will increase drastically. Another 
advantage of dynamic substructuring arises at this point. 
The original global model is not affected when dynamic 
substructuring approach is used. The substructure which is 
a smaller portion of the global model is prepared at each step. 
Thus, CPU times for substructure matrix preparation will 
be less time consuming when compared with alternative 
methods. 

CONCLUSIONS
We presented a dynamic substructuring technique 
based on adaptive error estimation applied to solution 
of two phase solidification problems. The key feature of 
this method is the construction of a substructure using 
a locally refined mesh in the computational domain 
by the virtue of error estimates and augmentation 
of the governing equations by the equations of this 
substructure. One of the advantages of using such a 
dynamic substructuring technique is that high accuracy 
in solutions can be achieved while determining the 
location of solidification front and mushy zone with 
coarse meshes and calculating temperature distribution 
of computational domain. Another advantage of the 
proposed method is to reduce the CPU times significantly 
while obtaining very accurate results. The reduction in 
CPU times will  be even further if the element matrices 
of the original global model are constant. To this end, the 
parameter of permissible error percentage  should be 
selected appropriately.

The proposed technique is applied to simulate the 
solidification of lead in a 2-dimensional domain. The same 
problem is also solved with the fine and coarse meshes 
for comparisons. Numerical results show that the error 
estimator accurately captures the numerical errors with the 
coarse meshes and the same accuracy of fine mesh can be 
achieved with the dynamic substructuring technique.  

In comparison with the numerical  results of fine mesh, 
dynamic substructuring technique has the advantage of fast 
computation as well as obtaining the same accuracy when 
solving the solidification problems, in particular in detection 
of solidification front and mushy zone. It is concluded that 
the proposed dynamic substructuring method based on 
adaptive error estimation is a potential numerical analysis 
tool for the analysis of solidification problems.
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