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Abstract— It is seen that there is an increase in cancer and 

cancer-related deaths day by day. Early diagnosis is vital for 

the early treatment of the cancerous area. Computer-aided 

programs allow for the early diagnosis of unhealthy cells that 

specialist pathologists diagnose due to efforts.  

In this study, clustering and superpixel segmentation 

techniques were used to detect cell nuclei in high-resolution 

histopathology images automatically. As a result of the study, 

the successful performances of the segmentation algorithms 

were analyzed and evaluated. It is seen that better success is 

obtained in the Watershed and FCM algorithms in high-

resolution histopathological images used. Quickshift and SLIC 

methods gave better results in terms of precision. It is seen 

that there are k-Means and FCM algorithms that provide the 

best performance in F measure (F-M), and the correct 

negative rate (TNR) is more successful in Quickshift, k-

Means, and SLIC methods. 

 Index Terms— Segmentation, histopathological image analysis, 

superpixels, image processing 

I. INTRODUCTION

ANCER, HAS been among the serious health problems

in recent years, is among the world’s top causes of

death.  Humans with different age groups and other 

characteristics are getting cancer and lose their life. When 

this situation is analyzed with Turkey's health statistics, 

approximately 96 thousand men and 67 thousand women get 

cancer in a year.  

While lung and prostate cancers are common in men, 

one in four women are diagnosed with breast cancer 

compared to other cancers [1]. Early diagnosis of the tumor 

plays a crucial role in early treatment. Evolving visualization 

devices allow high-resolution histopathological images to 

allow laboratory examination that causes early treatment for 

cancer [2]. The development of high-resolution devices 

enables specialist pathologists to analyze texture with lesser 

GAMZE MENDI, is with the Department of Electrical and Electronics 

Engineering University of Batman University, Batman, Turkey,(e-mail: 
gamzemendi2@gmail.com). 

 https://orcid.org/0000-0003-4295-0410 

CAFER BUDAK is with the Department of Biomedical Engineering, Dicle 

University, Diyarbakir Turkey, (e-mail: cafer.budak@dicle.edu.tr). 

https://orcid.org/0000-0002-8470-4579 

Manuscript received January 19, 2021; accepted May 25, 2021. 

DOI: 10.17694/bajece.864266 

effort. It is seen that digital image processing, compared to 

microscopy, is advantageous. The fact that a certain number 

of people can observe with the microscope at the same time, 

and the specialized pathologist who repeatedly has no 

opportunity to examine this tissue, can be considered a 

disadvantage. With digital imaging devices, hundreds of 

specialist pathologists can read the tissue simultaneously [2]. 

Expert pathologists perform microscopic examinations of 

patients' tissues or organs for diagnosis. Before reviewing the 

biopsy tissue, they undergo it to certain stages.

The tissue taken undergoes preliminary processes such 

as fixation, staining, cutting, and scanning. When these 

processes are performed successfully, fat tissue, cytoplasm, 

and cellular structures become distinguishable. Making these 

procedures unhealthy prevents the differentiation of systems 

in the tissue. It reduces the success of segmentation in the 

computer-aided analysis due to destructive processes [3]. 

There are many studies of researchers related to this subject.  

Kayaaltı and Aksebzeci [4] studied a data set containing 

benign and malignant tumor images in breast cancer. They 

perform the Gray Level Co-Occurrence Matrices feature 

extraction matrix. They achieved 82.06% success with the 

Random Forests classifier. Albayrak and Bilgin [5] used a 

deep learning-based SegNet method to divide cellular 

structures in high-resolution histopathological images. They 

observed that SegNet was quite successful in segmentation 

cellular networks compared to other methods (k-Means, 

Otsu, Irshad) that are frequently used. 

       Çakır vd. [6] designed a system that automatically 

detects cancer precursor lesions in their study using the 

convolutional neural networks method of precursor lesions in 

cervical cancer. The system achieved 92% success in 

distinguishing lesions from images. They created a model 

with an 81.71 percent booming segment according to the 

Dice coefficient. Turan and Bilgin [7] used 

histopathological images obtained as a result of 

hematoxylin and eosin staining of deep learning and 

cancer diagnosed biopsy samples on breast pathology 

images, and comparatively evaluated the semantic 

segmentation process using SegNet [8] and U-Net [9] 

algorithms, and they found that the average F-measure 

of SegNet was 0.73, the training sensitivity was 

85.64%, the average F-measure of U-Net was 0.73, the 

training sensitivity was 72.87%. They have achieved 

successful results in the KNN, as long as the number of 

neighbors is below 10. They achieved a success rate of 0.99 

in terms of precision, sensitivity, and f1-score. Many studies 

related to segmentation in the literature [11-14] Huaman et 

Automatic Cell Nuclei Segmentation Using 

Superpixel and Clustering Methods in 

Histopathological Images 

Gamze Mendi and Cafer Budak  

C 

304

http://dergipark.gov.tr/bajece
mailto:gamzemendi2@gmail.co
mailto:caferbudak@dicle.edu.tr
https://orcid.org/0000-0002-8470-4579


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 9, No. 3, July 2021                                                

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                            http://dergipark.gov.tr/bajece         

al. [15] suggest automatic identification of diseased leaf 

areas. The technique used the SLIC algorithm in zones called 

superpixels with a similar color to form a group.  They used 

it to train neural networks to classify whether superpixels are 

healthy or unhealthy. They found the average F-score to be 

0.67. Yuan et al. [16] developed a superpixel-based and 

boundary-sensitive convolutional neural network for 

superpixel-based liver disease zone automatic segmentation. 

They divided them into three classes as inner liver, liver 

border, and posterior liver. They obtained an SBBS-CNN 

with an average membrane similarity coefficient of 97.31 ± 

0.36% and an average symmetrical surface of 1.77 ± 0.49 

mm. Superpixel algorithms have been used in many areas in 

the literature [17-19]. 

      In this study, various methods were used in the 

segmentation of high-resolution histopathological images, 

and their success rates are compared 

This proposed study includes the method performed in part 2, 

the experimental results obtained within the study’s scope in 

part 3, and the conclusion in part 4. 

 

II. METHODOLOGY 

 

Segmentation methods used in our study are presented in 

this chapter. Superpixel approaches are used in various areas 

of image processing. 

 

A. K-Means Method 

 

K-means method is used for segmentation to reduce the 

distance between the data and the cluster to a minimum and 

divide 'N' data into 'c' clusters [20]. Algorithm steps are as 

follows; 

 

▪ A random k number of cluster centers are 

determined 

▪ The distance between cluster centers and each pixel 

is calculated 

▪ The average of each cluster is calculated. 

▪ The pixel is assigned to the closest cluster center. 

The process ends when the stop criteria are met. If 

not, the process continues from step 2. 

 

𝑏𝑛 = ∑  𝑁
𝑗=1 𝑚𝑎𝑥 (𝑑𝑘−1

𝑗
− ‖𝑥𝑛 − 𝑥𝑗‖2, 0)                            (1)  

 

i= arg  𝑏𝑛                                (2) 

 

       In Equation 1 𝑑𝑘−1
𝑗

 is the square distance between the 

closest cluster centers located between cluster centers. In 

other words, it is the cluster center of 𝑥𝑗.   𝑏𝑛  aims to reduce 

the error by placing a new cluster center at the 𝑥𝑛 

location.   𝑥𝑗, are the cluster centers obtained so far [21]. 

In the K-means clustering algorithm, as the number of data 

and the number of clusters increases, the calculation time 

increases. 

 

B. Fuzzy C-Means Method 

 

The Fuzzy C-Means method is an algorithm that ensures 

data can be assigned to more than one cluster. With the help 

of its membership degree, it can have more than one cluster. 

The degree of membership taking values between 0 and 1 

and that determines how much they join in which cluster. In 

the algorithm steps, first, the membership matrix (U0) is 

created with random values. The threshold value (ε) and the 

number of clusters (c) the stopping condition is determined. 

The value of m, which is the fuzzy parameter, is determined. 

[22] 

In the Fuzzy C Means method, the cluster center is 

calculated as in Equation 3. 𝑢𝑖𝑗 is the membership value of 

the pixel in the cluster 

 

𝑐𝑗=
∑  𝑛

𝑖=1 (𝑢𝑖𝑗
𝑘 )𝑚𝑦𝑖

∑  𝑛
𝑖=1 (𝑢𝑖𝑗

𝑘 )𝑚                                                    (3) 

 

      The membership matrix is calculated as in Equation 4 

using 𝑈𝑘+1. 

 

 

𝑢𝑖𝑗
𝑘+1 =

1

∑  𝑐
𝑘=1 (

𝑑𝑖𝑗

𝑑𝑘𝑗
)

2
(𝑚−1)

                                     (4) 

 

𝑑𝑖𝑗 =  ‖𝑦𝑖 − 𝑐𝑖‖
2                                                   (5) 

 

The process continues until 𝑚𝑎𝑥𝑖𝑗 ‖𝑢𝑖𝑗
𝑘 − 𝑢𝑖𝑗

𝑘+1‖ < 𝑐 

condition is met. When the process is achieved, it returns to 

the central matrix. 

 

C. Simple Linear Iterative Clustering (SLIC) Method 

 

Simple Linear Iterative Clustering (SLIC) is a superpixel 

segmentation algorithm proposed by Achanta et al.  SLIC is a 

k-Means based algorithm that clusters neighboring pixels 

considering color and coordinate information [23]. When 

SLIC is used as a superpixel preprocessing step, it provides 

computational speed, memory savings [24]. The process 

performed by the segmentation method for each pixel is 

given in equation 6. 

 

𝑑𝑐 =  √(𝐼𝑗 − 𝐼𝑖)
2

+ (𝑎𝑗 − 𝑎𝑖)
2

+ (𝑏𝑗 − 𝑏𝑖)
2                       (6) 

       In Equation 7, how the coordinate information of each 

pixel is calculated is specified. In the equation, j is the pixel 

accepted as the center and i value is the value that wants to be 

clustered. 

 

𝑑𝑠 =  √(𝑥𝑗 − 𝑥𝑖)
2

+ (𝑦𝑗 − 𝑦𝑖)
2
                                          (7) 

      What is calculated in Equation 8 is the realization of 

assigning the relevant pixel to a center. 

 𝐷′ = √(
𝑑𝑐

𝑁𝑐
)

2

+ (
𝑑𝑠

𝑁𝑠
)

2

                                                          (8) 

 

The maximum expected spatial distance (𝑁𝑠) within a 

given cluster should correspond to the sampling interval. 

SLIC superpixels correspond to clusters on the lab color 

image plane. Determining the maximum color distance (𝑁𝑐) 

will not be easy as the color distances will vary significantly 

from image to image and cluster to cluster. This situation can 

be avoided by fixing 𝑁𝑐  ‘to a fixed value of m. 
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𝐷 = √𝑑𝑐
2 + (

𝑑𝑠

𝑆
)

2

𝑚2                                                  (9) 

 

The m value in Equation 9 also determines the relative 

importance between color similarity and spatial proximity. 

 

D. Quick Shift Segmentation Method 

 

Quickshift is one of the popular superpixel segmentation 

algorithms. The principle of that algorithm is that it identifies 

and repeats data in a series of data points. Quickshift can be 

used in any field. When all data points are connected, the 

threshold value is used to distinguish the modes from each 

other. Different sets of data are separated from each other 

[25]. 

This method aims to generate superpixels by automatically 

changing the fast transition parameters according to a 

definition. Neighbours are considered within a spatial 

distance with a Gaussian kernel [25]. 

       Then, as shown in the equation, it creates a tree with a 

higher density value that connects each image pixel (x, y) to 

the nearest neighbour (x ', y') 

 

P(𝑋𝑖) =
1

𝑁
∑  𝑁

𝑗=1 𝑘(𝐷(𝑥𝑖 , 𝑥𝑗)), 𝑥𝑖 , 𝑥𝑗 ∈𝑅𝑑                            (10) 

 

        N is data and k(x) value is the kernel function with a 

Gaussian window. D(xi, xj) is the distance between xi and xj. 

The distances are calculated with the equation in 11 using the 

Euclidean distance in the spatial and color field. 

 

𝑑𝑞(𝑖, 𝑗) = 𝑑𝑥𝑦(𝑖, 𝑗) + 𝑤𝑞 . 𝑑𝑙𝑎𝑏(𝑖, 𝑗)                                   (11) 

 

The 𝑤𝑞 in Equation 11 is the weighting parameter, and 

the smaller the weighting parameter, the more critical the 

spatial field [26]. 

 

E. Felzenszwalb Segmentation Method 

 

Felzenzwalb is an algorithm based on local variation 

graphics. Since the algorithm does not have a density 

limitation, it typically produces zones of irregular shapes and 

sizes [27].  The algorithm works almost linearly with time 

and is fast in practice. The critical segmentation method is 

ignoring the detail in high variable images while preserving 

low variable images [28]. 

Graph-based algorithm input is G = (V, E) with n corners and 

m sides. Its output is the division of V into S=(𝐶1, 𝐶2, … 𝐶𝑟) 

components [29]. 

 

       C ⊆ V is the component’s, internal difference; the 

maximum weight covering the component minimum is 

expressed as MST (C, E). So; 

 

𝐼𝑛𝑡(𝐶) =  𝑤(𝑒)                                                                         
(12) 

  

The difference between 𝐶1, 𝐶2 components and V are defined 

as the minimum weight edge connecting the two parts. So; 

 

Dif(𝐶1, 𝐶2)=𝑤(𝑣𝑖 , 𝑣𝑗)                                                          (13) 

 

F. Watershed Segmentation Method 

 

Watershed is well suited for superpixel production; 

It provides good adherence to the object’s boundaries when 

the image gradient is calculated and allows control by 

selecting the resulting images number and spatial 

arrangement [30]. The grayscale gradient image where it 

states the boundaries in the algorithm is required. It sees the 

bright pixels in the image as the landscape where it consists 

of high peaks. Then it creates a distinct image segment from 

high hills and flood basins [31]. 

 

 

 
Fig.1. Modeling of the Watershed algorithm [32] 

 

      A grayscale image is defined as G = (D, E, f). You 

assume that the image f is the continuous space C (D), only 

critical points in a connected domain D form function on D. 

The distance between points is calculated as in the following 

equation [33]: 

 

𝑇𝑓(𝑝, 𝑞) = 𝑖𝑛𝑓𝜆 ∫  
 

𝜆
‖ ▽ 𝑓(𝜆(𝑠)‖ 𝑑𝑠                                    (14) 

 

G. ERS Segmentation Method 

 

ERS segmentation is a graph-based superpixel 

segmentation method proposed by Lui et al. Unlike well-

known superpixels such as SLIC, and ERS attempts to find 

compact and homogeneous superpixels using a graph-based 

approach. ERS consists of two components as the entropy 

ratio and balancing term. Entropy ratio, tight formation, 

homogeneous clusters, and the balancing period that create 

compact appearance provide similar clusters [34]. In the ERS 

algorithm; Similarities between neighbouring vertices (𝑤𝑖𝑗) 

are calculated, the number of clusters (k) and the weight 

factor (λ) are set. The original subset is set to A = ∅, and the 

edge is set to U = E. For each side a ∈ U, the function F (A ∪ 

{a}) - F (A) is calculated. It has found a value that provides 

the greatest success. The function continues until A becomes 

U = ∅ independent of U. The superpixel segmentation in the 

original subset (A) is created [35]. The uncertainty of the 

random variable is measured by entropy (H). With the 

probability mass function 𝑝 (𝑥), the entropy of X, which is a 

discrete random variable, is calculated as in the equation 

[36];                                                              
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𝐻(𝑋) = − ∑ 𝑝 (𝑥)𝑙𝑜𝑔 𝑝 (𝑥) 

𝑥∈𝑋

      (15) 

G.Measurements Used to Evaluate Segmentation

Performance

      Some measurements were used to determine the 

operating performance in the experiments. These are: True 

Positive Ratio (TPR), True Negative Ratio (TNR), 

Precision (P),  Overlap Ratio (OR), False Positive Ratio 

(FPR), False Negative Ratio (FNR) are the measures 

used to evaluate the segmentation performance of FM 

[37]. 

Metric Equation 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(16) 

True Positive Ratio (𝑇𝑃𝑅) 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(17) 

F- Measure 

(F-M)

2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑇𝑃𝑅

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑇𝑃𝑅
(18) 

True Positive Ratio (TNR) 
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
(19) 

Overlop Ratio 

(OR) 

𝐴(𝑆) ∩ 𝐴(𝐺)

𝐴(𝑆) ∪ 𝐴(𝐺)
(20) 

In formula 16, A (S) represents the segmented 

image area, while A (G) describes the actual image’s 

location. The parameters specified in the formulas are true 

positive (TP), true negative (TN), false positive (FP), false 

negative (FN), precision, and recall. True positive represents 

the number of pixels correctly affected as positive samples in 

the area of cellular structure. In contrast, true negative refers 

to the number of pixels outside the cellular systems and are 

negatively affected [35]. 

The data set used in our study was taken from the Beck 
Laboratory of Harvard University. The dataset is selected 
from TCGA (The Cancer Genome Atlas) data containing 
high-resolution histopathological images of kidney 
carcinoma. Histopathological images had cropped 400 × 400 
images. Expert pathologists marked cellular structures in the 
images, and 64 histopathological images were used. 

III.EXPERIMENTAL RESULTS

Automatic detection of diseased cellular structures on 
high-resolution histopathological images is of great 
importance for cancer detection. Different segmentation 
methods were used for 64 histopathological images. Some of 

the parameters were used to evaluate the results obtained. 
This study evaluated the performance of using methods for 
automatic cell detection in high-resolution histopathological 
images. 

(a) (d) 

(b) (e) 

(c) (f) 

Fig.2. High-resolution images obtained in the dataset are (a), (b), and 

(c). The reference image of the image marked by expert pathologists 

are (d), (e), and (f). 

    (a)   (b) 

 (c) 

Fig.3.  (a) High-resolution image obtained in the data set (b) image marked 

by expert pathologists (c) k-Means segmentation result 

The results of k-means, fuzzy C-means, and superpixel 
segmentation algorithms (SLIC, Watershed, Quickshift, 
Felzenszwalb, ERS) were obtained on 64 high-resolution 
histopathological images. 
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In each method, different values were given for the 
parameters, and the results were evaluated. 

TABLE I 

 THE PERFORMANCE OF THE STUDİES ON THE SAME DATA SET 

Method 
True 

Positive 
Precision 

F- 

Measure 

True 

Negative 

KMeans 0,60% 0,69% 0,61% 0,97% 

FCM 0,60% 0,68% 0,61% 0,97% 

SLIC+KO 0,69% 0,67% 0,63% 0,96% 

SLIC+BCO 0,66% 0,68% 0,64% 0,96% 

SLIC-DBSCAN 0,74% 0,61% 0,64% 0,94% 

ERS 0,65% 0,64% 0,61% 0,95% 

TPRS 0,65% 0,63% 0,61% 0,96% 

SegNet 0,70% 0,71% 0,69% 0,95% 

Irshad vd. 0,76% 0,62% 0,65% 0,96% 

Otsu 0,67% 0,64% 0,62% 0,95% 

 

 Table I shows the success rates of the studies belonging 
to the same data set. It was seen that the TPR value gave 
better results in FCM and K-Means methods. Quickshift, 
Watershed, and Felzenszwalb methods are used as different 
methods from the previously used dataset. 

 

Fig.4. Performance chart of segmentation results 

 

In Figure 4, the performance graph of segmentation 

algorithms used is shown. 

 

IV. CONCLUSION 

TABLE II 

 PERFORMANCE OF THE USED SEGMENTATİON ALGORİTHMS 

Method 
True 

Positive 
Precision 

F- 

Measure 

True 

Negative 

kMeans 63% 64% 60% 96% 

FCM 73% 62% 63% 95% 

Quickshift 57% 65% 55% 96% 

Watershed 67% 60% 57% 93% 

Felzenszwalb 64% 59% 55% 94% 

SLIC 56% 64% 53% 95% 

ERS 64% 63% 60% 94% 

 

 As seen in Table II, seven segmentation methods were 
used in the study. It is seen that better success is obtained in 
the Watershed and FCM algorithms in high-resolution 
histopathological images used. Quickshift and SLIC methods 
gave better results in terms of precision. It is seen that there 
are k-Means and FCM algorithms that provide the best 
performance in F measure (F-M), and the true negative ratio 
is more successful in Quickshift, k-Means, and SLIC 
methods. Because the borders of the cells marked by the 
pathologists are not precisely marked, their performance 
decreases. 
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