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Belirli sayidaki bilesenlerin paralel baglanmasiyla olugan yap1 modiil olarak adlandirilir. N tane modiiliin
dairesel veya dogrusal siralanmasiyla genellestirilmis n-den Kk-gikish sistem elde edilir. Bu calismada,
dogrusal genellestirilmis agirlikli n-den K-gikish F sistem onerilmistir. Bu sistemin giivenilirligi ve sistem
imzast elde edilmistir. Agirlikli sistemlerde her bir bilesenin sisteme katkisi farkli oldugundan bu katki
bilesen agirligi olarak ifade edilir. Sistemdeki her bir bilesenin kendine ait agirligi ve ¢alisma olasiligi vardir.
Modiilii olusturan bilesenlerin toplam agirligina modil agirligi denir. Ardigik arizali modiillerin toplam
agirhigl en az k oldugunda veya sistemdeki arizali bilesenlerin toplam agirligi en az t oldugunda dogrusal
genellestirilmis agirlikli n-den k-¢ikislt F sistem arizalanir.

Anahtar sozciikler: Agirlikli sistemler, Sistem giivenilirligi, Sistem imzast.

Abstract

Reliability analysis of linear generalized weighted k-out-of-n F system

The structure formed by connecting a certain number of components in parallel is called a module. A
generalized k-out-of-n F system consists of a sequence of N ordered modules in a line or circle. In this study,
linear generalized weighted k-out-of-n F system is proposed. The reliability and system signature of this system
have been obtained. Since the coefficient of each component is different in weighted systems, this additive is
expressed as component weight. Each component in the system has its own weight and working probability.
The total weight of all components in the module is called the module weight. The linear generalized weighted
k-out-of-n F system fails when the total weight of consecutive failed modules is at least k or the total weight of
the failed components in the system is at least t.

Keywords: Weighted systems, System reliability, System signature.

1. Giris

Belirli sartlar altinda tasarlanan sistemin ¢alisma olasiligina sistem giivenilirligi denir. Sistemler
tasarlanirken eger arizali bilesenlerin sayis1 veya diizeni belirli bir kosulu sagladiginda sistemin
arizalandig1 tasarlaniyorsa F sistem, tersine calisan bilesenlerin sayisi veya diizeni belirli bir kosulu
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sagladiginda sistemin calistig1 tasarlamyorsa G sistem olarak adlandirilir. Ornegin bir telekomiinikasyon
sistemi bir sinyali bir noktadan bagka bir noktaya iletirken baz istasyonlarii kullanir. Bu
telekomiinikasyon sisteminde n tane istasyon bulundugunu ve her istasyonun ilerideki k (k < n) tane
istasyona sinyali iletebilir oldugunu varsayalim. Bu sistem, ardisik en az k tane istasyon arizalandiginda
islevini yerine getiremeyecek sekilde tasarlanmis olur. Bu durumda, teorik olarak bu sistem dogrusal
ardisik n-den k-¢ikish F sistem olarak adlandirilir.

Dogrusal ardisik n-den k-gikish F sistem ilk kez Kontoleon [1] tarafindan tanimlanmigtir. Bu sistemin
giivenilirligini hesaplamak i¢in i¢ i¢e tekrarli hesaplamalar i¢eren formiil elde edilmistir [2]. Sistemi
olusturan bilesenlerin dairesel siralanmasiyla elde edilen dairesel ardisik n-den k-cikishi F sistemin
giivenilirligini hesaplamak i¢in i¢ ice tekrarli hesaplamalar igeren formiil elde edilmistir [3]. Ardigik n-den
k-¢ikisli F sistemlerin giivenilirlikleri farkli yaklagimlarla arastirilmigtir [2-8].

Sistem giivenilirligini artirmak i¢in daha esnek caligma prensipleri barindiran sistemler literatiirde yer
almistir. Bu bakis agisiyla ardisik n-den k-gikish F sistemin farkli genellestirmeleri tanimlanmistir ve
guivenilirlikleri elde edilmistir [9-15].

Genellestirilmis n-den K-gikisl F sistem dogrusal veya dairesel siralanmig N tane modiil igerir ve sistem
en az f tane arizali bilesen varsa veya en az k tane ardisik ¢alismayan modiil varsa ¢alismaz [11]. Bu
sistemin giivenilirligi Kamalja [14] tarafindan elde edilmistir.

Yukarida bahsedilen sistemler her bilesenin esit oranda sisteme katkisi oldugu varsayimi altinda
incelenmistir. Fakat bu varsayim gercek hayat uygulamalarinda her zaman dogru olmayabilir. Dolayisiyla
her bir bilesenin sisteme katkisinin farkli oldugu sistemler tasarlanip incelenmistir. Agirlikli sistemlerde,
bilesenlerin sisteme katkisi bilesen agirligi olarak tanimlanmistir. Bu baglamda ilk olarak Wu ve Chen
[16] tarafindan agirlikli n-den K-¢ikisl sistem tanimlanmustir. Sistemde arizali bilesenlerin agirhigi en az k
oldugunda sistem arizalaniyorsa bu sistem agirlikli n-den k-¢ikisli sistem olarak adlandirilir. Bu sistemin
giivenilirligi elde edilmistir [17]. Ardisik agirlikli n-den k-¢ikishh F sistem ardisik arizali bilesenlerin
agirligi en az k oldugunda arizalanir [18]. Bu sistemin giivenilirligi bilesenlerin bagimli olma varsayimi
altinda incelenmistir [18].

Literatiirde farkli varsayimlar altinda birgok sistem tanmimlanmustir [1-19]. Sistemlerdeki bu cesitlilik
uygulamada hangi sistemin kullanilmasinin daha giivenilir olacagi problemini dogurur. Bu problemin
temeli uzun Omiirli sistemin secilmesidir. Bu se¢im yapilirken sistemlerin esit bir zeminde
kargilagtirilmas: gerekir. Bu bakis agisiyla sistem imzasi kavrami literatiire kazandirilmistir [20].
Sistemlerin  giivenilirlik  Ozelliklerinin  degerlendirilmesi ve rakip sistemlerin performansinin
karsilagtirilmasi dahil olmak iizere ¢esitli uygulamalarda yararli bir ara¢ olarak sistem imzasi kullanilir
[21].

Dogrusal genellestirilmis n-den k-¢ikish F sistemi bilegenlerinin esit oranda sisteme katkist oldugu
varsayimi altinda incelenmistir [11,14,22]. Fakat bu sistemdeki her bir bilesenin sisteme katkisinin farkli
oldugu durumda sistemin yapisinin nasil olusturulacagi ve giivenilirliginin nasil hesaplanacagi
arastirilmamstir.

Bu ¢alismada, dogrusal genellestirilmis n-den k-¢ikisli F sistem her bir bilesenin sisteme katkisinin farkli
oldugu varsayimi altinda incelenmistir. Meydana gelen bu yeni sistem dogrusal genellestirilmis agirlikli n-
den k-cikish F sistem olarak adlandirilmistir. kinci béliimde, bu yeni sistemin yapisi, giivenilirligi ve
imzas1 elde edilmistir. Uciincii boliimde, dogrusal genellestirilmis agirlikli n-den K-cikish F sistem igin
bazi sayisal hesaplamalar elde edilmistir.
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2. Dogrusal genellestirilmis agirhikh n-den k-¢ikish F sistem

Bu boliimde, dogrusal genellestirilmis agirlikli n-den k-¢ikish F sistem tanimlanarak, bu sistemin
giivenilirligi ve sistem imzasi elde edilecektir. Calisma boyunca kullanilacak bazi semboller
asagidaki gibidir.

. Sistemdeki toplam bilesen sayisi
: Sistemdeki modiil sayis1
iy Wef-inci modiildeki bilesen sayisi, (£ =1,2,---,N)
w;  £-inci modiildeki bilesen agirliklarinin vektord, (£ = 1,2,-+, N)
wy; . £-inci modiildeki j-inci bilesen agirhgy, (£ =1,2,-,N; j=1,2, ,ng) wy; = 0
w p; Sitemdeki bilesenlerin toplam agirlig
P: P {45’ inci modiildeki bilesenlerin ¢alisma olasiliklarinin vektori, (£ = 1,2,---,N }
pe; -  ¥-inci modiildeki j-inci bilesen calisma olasilig, £ = 1,2,--,N; j=1,2,-
m; : 45’ -inci modiildeki bilesenlerin toplam agirhig, (£ =1,2,+, N ]
i :Indis kimesi (I = {1,2,--,n})
D : Sistemin durum vektori bilesen galistyorsa 0, arizali ise 1 degerini alur.
vy :Anzali bilesenlerin agirlik vektori
w . Arnizali bilesenlerin modiil agirhik vektori (W = (W, Wy, -+, Wy ))
W, £-inci modiildeki arizali bilesenlerin toplam agirhigi (£ = 1,2,---, N)
A - Anzali modil agirlik vektorii
R - Sistem givenilirligi
s Sistem imzasi

Kabul edelim ki birinci modiil n, tane paralel bagl bilesenden olussun. ikinci modiil n, tane
paralel bagli bilesenden olussun. --- N-inci modiil n, tane paralel bagl bilesenden olussun. Bu
durumda sistemdeki toplam bilesen sayisi

N
n=zw (1)
£=1

seklinde elde edilir. £-inci modiilde (£ = 1,2,---, N) bulunan bilesenlerin agirliklar1 ve ¢aligma
olasiliklar sirasiyla,

Wp = (WppWepe ™ Wy, )
ve (2)
Pr= (PJ:-irPJf:r"'rPqu,J

vektorleri ile ifade edilsin. Sistemde bulunan bilesenlerin toplam agirlig

w=izwj ©)

seklinde elde edilir. £-inci modiilde bulunan bilesenlerin toplam agirligi
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ny

m, = Z Wy (4)
=1

seklinde elde edilir. Ayrica (3) esitligi, (4) esitligi kullanilarak

N

w=ZmI (5)

=i
seklinde de yazilabilir.

Herhangi bir modiildeki tiim bilesenler arizalandiginda ilgili modiil arizalanir. Sekil 1°deki gibi N
tane modiiliin dogrusal siralanmasiyla olusan sistem ele alinsin. Sistem; ardisik arizali modiillerin
toplam agirligi en az k oldugunda veya sistemdeki arizali bilesenlerin toplam agirligi en az t
oldugunda arizalaniyorsa, bu sistem dogrusal genellestirilmis agirlikli n-den k-¢ikish F sistem
olarak adlandirilir (k < w ve T < w).

1. Modiil 2. Modiil N-inci Modiil
Wii Wsyq Wn1
P11 Pz1 Py1
W5 Wio Wn2
P12z P22 Pnz

— 1 1 — = — = — I
| | |
| | |
| | |
Win, Wan Whny
plﬂl p2ﬂz Pringy

Sekil 1. Dogrusal genellestirilmis agirlikli n-den k-¢ikigh F sistem.

Birinci modiilde ki ilk bilesene 1 indisi, ikinci bilesene 2 indisi seklinde baslayarak N-inci
modiilde ki n,; bilesenine n indisi atanarak olusturulan I indis kiimesi

I={1,2-,n} (6)

olsun. I indis kiimesinden segilebilecek i biiyiikliigiindeki tiim alt kiimelerinin kiimesi i, ile ifade
edilsin. I, kiimesinin herhangi bir eleman1 i'¥ ile gosterisin. Ornegin n = 4 ve i = 2 igin

i=1{1,234}
! e (7)
I, = {{1,2.{1,3},{1,4},{2,3}.{2,4}.{3.4}}
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seklindedir. (2) ve (6) esitliklerinden, sistemdeki tiim bilesenlerin agirliklar1 ve calisma olasiliklar
sirastyla

w = (w,w,, -, W, ) w, >0 a=1,2,-,n

ve (8)
P = (P1:P2 " Pn)

seklinde gosterilebilir.

i € I olmak iizere i-inci bilesenin arizali olup olmadigim ifade eden tesadiifi degisken

9)

¥ = {D, Bilesen calisivor ise
i1, Bilesen arizali ise

seklinde ifade edilsin. Sistemde calisan bilesenlerin indisleri C kiimesi ile gosterilsin. O zaman
C < [ yazilabilir ve sistemin durum vektorii

D(C) = (dy,dy, . d,,)

R

d = {IZI, a € Cise (10)

1, wa&Cise

seklinde ifade edilir.

2.1. Sistem giivenilirligi

Dogrusal genellestirilmis agirlikli n-den k-¢ikisli F sisteminde i tane ¢alisan bilesen bulunsun. Bu ¢alisan
bilesenler, i, kiimesinin eleman sayisi kadar farkli sekilde sistemde yer alabilirler. ¥ i) £ i, icin (10)
esitliginden

D(I) = (dy, dy, - dy)

e

11
4 = {D, ac iV ise (11)
“ 1, aei'ise

durum vektorii yazilabilir.
(8) ve (11) esitliklerinden, herhangi bir i’} durumu i¢in sistemdeki arizal bilesenlerin agirhk vektorii
Y(I%) = (rn 3 )
(12)
Vo =d,w,, (@ =12, ,n)

ile gosterilsin. Buradan i durumu igin sistemdeki arizali bilesenlerin modiil agirlik vektorii

W (i) = (W, Wy, -, Wy) (13)
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6
?!{
W—f = Z .-!"FL{-F_;I'
=1
-1
L,= n,
a=0
n, =0, £=1,2,---,N
seklinde yazilabilir. Bir modiildeki tiim bilesenler arizalandiginda
W_§=m_§ [:-f=l,2,,Nj (14)

esitligi yazilabilir. (13) esitligindeki arizali bilesenlerin modiil agirlik vektorii kullanilarak arizali
modiil agirlik vektorii

A(W(I))= (4p4,,, 4y)

(15)
—_ Dr W_f + My ize _
A-f B {W_Er W_f = My Ise €= l! 2; _;N

seklinde ifade edilebilir. Ardisik arizali modiillerin toplam agirliklari
B(Aj = E[:Jqlﬂq:: !A,'-.-') = [911' 5‘2! T 9;".7]

' 16)
_ (0 A, =0 ise B B (
E-f B {E-f—'l + A.E_! Jq_f # ':' [I.S'e ED - ':.’ -E - l.l' 2_! r N

seklinde ifade edilir. (6,,8,,-*-, 8, )’'nin maksimum degeri

B o = maksimum (8,,8,,--,8,)

A7)
ile ifade edilsin.

(12) esitliginden I'¥ durumu igin sistemdeki arizali bilesenlerin agirliklari toplanu

n
Tngz:"!zk [Y(IIE}]) = Z}Fﬁ* (18)
m=1
seklinde elde edilir.
Dogrusal genellestirilmis agirlikli n-den k-¢ikisli F sisteminde i tane ¢alisan bilesen bulunsun. Herhangi

bir i*?) durumu igin sitemin arizali olmas 0 ile ¢alisiyor olmasi 1 ile ifade edilsin. O zaman
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1, Tagrue <7 ve Op,, <k ise

'|:i:| — s I
¥ [I ) {D, diger (19)

ifadesi yazilabilir.

Dogrusal genellestirilmis agirlikli n-den k-gikish F sisteminin I'®) durumunda olma olasilig1 (8) ve (11)
esitliklerinden

” = (20)
F—{p“’ d, =0 ise
= 1-p, d, # 0 ise
elde edilir.

Bir sistemin giivenilirligi sistemin ¢alisma olasiligi olarak tanimlandigindan, dogrusal genellestirilmis
agirlikli n-den k-¢ikish F sisteminin giivenilirligi

n

R=Y ) w(i®)p(i®) (21)

i=1 i:llIEi:l'

seklinde elde edilir.

2.2. Sistem imzast

Bagimsiz ve 6zdes dagilimli n tane bilesenden olusan bir sistemde i tane ¢alisan bilesen var iken basari
yol kiime (path set) sayis1 (i} olsun. O zaman s = (54, 85, ..., §,, ) sistem imzas1

_r(n—i+1) rin—i) o
i ( n )_( n )’ i=1,2,m (22)

n—i+1 n—i

5

seklinde elde edilir [23]. Dogrusal genellestirilmis agirlikli n-den K-¢ikishi F sistemin imzasi hesaplanirken

temel problem i tane caligsan bilesen var iken (i} nin elde edilmesidir. Basari yol kiime sayisi

r(i) = Z (i) (23)

i:lllEi:l_

seklinde elde edilir.
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3. Dogrusal genellestirilmis agirhikh n-den k-cikish F sistem icin sayisal hesaplamalar

Bu boliimde, ikinci boliimde tanimlanan dogrusal genellestirilmis agirlikli n-den k-¢ikisht F
sistemin glivenilirliginin ve imzasmin nasil hesaplandigi baz1 6rneklerle agiklanmistir. Ayrica
sistemin baz1 6zel durumlarda hangi sistemlere indirgenebilecegi agiklanmistir.

Bu boliimdeki hesaplamalar i¢in R programi kullanilmigtir. Dogrusal genellestirilmis agirlikli n-
den k-gikish F sistemin giivenilirliginin ve imzasimin hesaplanmasi i¢in ekte sunulan program
kodu gelistirilmistir.

Ug tane modiilden olusan bir sistem ele alinsin ve bu sistem ardisik arizali modiillerin toplam
agirligt en az 12 oldugunda veya sistemdeki arizali bilesenlerin toplam agirhigi en az 15
oldugunda arizalansin. Bu sistem, dogrusal genellestirilmis agirliklt 5-den 12 ¢ikislt F sistem
olarak adlandirilir (n = 5,k = 12,7 = 15).

Birinci modiil iki bilesenden (1, = 2), ikinci modiil bir bilesenden (1, = 1) ve li¢iincii modiil iki
bilesenden (123 = 2) olugsun. Modiilerde bulunan bilesenlerin agirliklar1 ve ¢calisma olasiliklar

w, = (6,4), w, = (2), w; = (5,2), p, = (0.94,0.73), p, = (0.55) ve p; = (0.89,0.59)
seklinde verilsin. Modiil agirliklar1 (4) esitliginden
my, =10, m, =2vemy =7

seklinde elde edilir. Sistem toplam bes bilesenden olustugundan dolaym I indis kiimesi (6)
esitliginden

i=1{1,27345}
seklinde ifade edilir. Sistemdeki tiim bilesenlerin agirliklar1 ve ¢caligsma olasiliklari sirasiyla
w=(6,4,2,5,2)
ve
p = (0.94,0.73,0.55, 0.89,0.59)

seklinde gosterilebilir.

Cizelge 1 ve (21) esitliginden dogrusal genellestirilmis agirlikli 5-den 12 ¢ikish F sisteminin
giivenilirligi

R =0.59908
elde edilir.
Kabul edelim ki sistemi olusturan bilesenler bagimsiz ve 6zdes dagilimli olsun. O zaman Cizelge

1, (22) ve (23) esitliklerinden dogrusal genellestirilmis agirlikli 5-den 12 ¢ikigh F sisteminin
imzasi
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s = (0,0,0.2,0.6,0.2)

elde edilir.

3.1. Bazi ozel durumlar
Dogrusal genellestirilmis agirlikli n-den k-¢ikishi F sisteminde

n=n,==ny=1Vvek=w (w: Sistemde bulunan bilesenlerin toplam
agirhigl)

alindiginda agirlikli N-den t ¢ikislt F sistem elde edilir. Agirlikli N-den t ¢ikislt F sistem, arizali
bilesenlerin agirliklar1 T oldugunda arizalanir [16]. Ornegin agirlikli 3-den 8 ¢ikish F sistem ele
alinsin. Sistemde bulunan bilesenlerin ¢aligma olasiliklar1 ve agirliklar sirasiyla

p, = 0.87,p, = 0.77 vep, = 0.93

wy =2,w, =6Vew; =4
alindiginda sistemin giivenilirligi (21) esitliginden

R = 059561

elde edilir. Bu deger Wu ve Chen [16] tarafindan Onerilen hesaplama yontemiyle elde edilen
degere esittir.

Dogrusal genellestirilmis agirlikli n-den k-¢ikisli F sisteminde

n,=n,=--=n;,=1Vver=w (w: Sistemde bulunan bilesenlerin toplam
agirlig)

alindiginda ardigik agirlikli N-den k-gikish F sistem elde edilir. Ardigik agirlikli N-den k-¢ikislt F
sistem ardigik arizali bilesenlerin agirligi en az k oldugunda arizalanir [18]. Ornegin ardigik

agirlikli 4-den 3 ¢ikish F sistem ele alinsin. Sistemde bulunan bilesenlerin ¢aligma olasiliklar1 ve
agirliklar: sirastyla

p,=1-—27% (i=1,23,4)
w=(2,2,3,4)

seklinde verilsin.

(21) esitliginden, ardisik agirlikli 4-den 3 cikish F sistemin glivenilirligi
R=07177

seklinde elde edilir. Bu deger Eryilmaz ve Tiitiincii [18] tarafindan Onerilen hesaplama
yontemiyle elde edilen degere esittir.
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Cizelge 1. Dogrusal genellestirilmis agirlikli 5-den 12 ¢ikisli F sistemi igin tiim durumlar
(mn=5k=12,7r = 15).
Sistemde bir tane ¢alisan bilesen olsun (i = 1).
I = {{13.{2}.{3}.{4}.{5}}
ity D(itth ¥t Wit A(w(i”—'):] BlA) Bmax | Tazrnw | F(I) | (I} | #(1)
{1} (0,1,1,1,1) | (0,4,2,5,2) | (42,7) 0,2,7) (0,2,9) 9 13 1 0.0051
{2} (1,0,1,1,1) | (6,0,2,5,2) | (6,2,7) 0,2,7) (0,2,9) 9 15 0 0.0008
{3} (1,1,0,1,1) | (6,4,0,5,2) | (10,0,7) | (10,0,7) (10,0,7) | 10 17 0 0.0004 |1
{4} (1,1,1,0,1) | (6,4,2,0,2) | (10,2,2) | (10,2,0) (10,12,0) | 12 14 0 0.0026
{5} (1,1,1,1,0) | (6,4,2,5,0) | (10,2,5) | (10,2,0) (10,12,0) | 12 17 0 0.0005
Sistemde iki tane galigan bilesen olsun (i = Z).
I, = {{1.2}.{1.3}.{1.4}.{1.5}.{ 2.3}.{ 2.4}.{ 2.5}.{3.4}.{3.5}.{ 4.5}]
it D(i=h ¥ Wi A(w(i'f')‘] BilA) Bmax | Tazrnw | F(I9) | (I} | #(2)
{1,2} (0,0,1,1,1) | (0,0,2,5,2) | (0,2,7) 0,2,7) (0,2,9) 9 9 1 0.0139
{1,3} (0,1,0,1,1) | (0,4,0,5,2) | (4,0,7) 0,0,7) (0,0,7) 7 11 1 0.0063
{1, 4} (0,1,1,0,1) | (0,4,2,0,2) | (42,2 (0,2, 0) (0,2,0) 2 8 1 0.0417
{1,5} (0,1,1,1,0) | (0,4,2,5,0) | (4,2,5) (0,2, 0) (0,2,0) 2 11 1 0.0074
{2,3} (1,0,0,1,1) | (6,0,0,5,2) | (6,0,7) 0,0,7) (0,0,7) 7 13 1 0.0011 o
{2,4} (1,0,1,0,1) | (6,0,2,0,2) | (6,2,2) (0,2,0) (0,2,0) 2 10 1 0.0072
{2,5} (1,0,1,1,0) | (6,0,2,5,0) | (6,2,5) (0,2,0) (0,2,0) 2 13 1 0.0012
{3,4} (1,1,0,0,1) | (6,4,0,0,2) | (10,0,2) | (10,0,0) (10,0,0) | 10 12 1 0.0033
{3,5} (1,1,0,1,0) | (6,4,0,5,0) | (10,0,5) | (10,0,0) (10,0,0) | 10 15 0 0.0006
{4,5} (1,1,1,0,0) | (6,4,2,0,0) | (10,2,0) | (10,2,0) (10,12,0) | 12 12 0 0.0038
Sistemde ti¢ tane galigan bilesen olsun (i = 3).
I, = {{1.2,3}.{1.2,4}.{1.2,5}.1.3,4}.{1.3,5}.{1.4,5}.{ 2.3.4}.{ 2.3,5}.{ 2.4,.5}.{3.4.5}}
it® D(i®h ¥(i®h Wi A(w(i'ﬂ'ﬂ BlA) Bmax | Tazrnw | F(I) | B(I®) | #(3)
{1,2,3} (0,0,0,1,1) | (0,0,0,5,2) | (0,0,7) (0,0,7) (0,0,7) 7 7 1 0.0170
{1,2,4} (0,0,1,0,1) | (0,0,2,0,2) | (0,2,2) (0,2,0) (0,2,0) 2 4 1 0.1127
{1.2,5} (0,0,1,1,0) | (0,0,2,5,0) | (0,2,5) (0,2,0) (0,2,0) 2 7 1 0.0200
{1,343} (0,1,0,0,1) | (0,4,0,0,2) | (40,2 (0,0,0) (0,0, 0) 0 6 1 0.0509
{1,3,5} (0,1,0,1,0) | (0,4,0,50) | (4,0,5) (0,0,0) (0,0, 0) 0 9 1 0.0091
10

{1.4,5} (0,1,1,0,0) | (0,4,2,0,0) | (4,2,0) (0,2,0) (0,2, 0) 2 6 1 0.0600
{2,343} (1,0,0,0,1) | (6,0,0,0,2) | (6,0,2) (0,0,0) (0,0, 0) 0 8 1 0.0088
{2,3,5} (1,0,0,1,0) | (6,0,0,50) | (6,0,5) (0,0,0) (0,0, 0) 0 11 1 0.0016
{2,4,5} (1,0,1,0,0) | (6,0,2,0,0) | (6,2,0) (0,2,0) (0,2,0) 2 8 1 0.0103
{3.4,5} (1,1,0,0,0) | (6,4,0,0,0) | (10,0,0) | (10,0,0) (10,0,0) | 10 10 1 0.0047
Sistemde dort tane ¢aligan bilesen olsun (i = 4).
I, ={{1.2,3.4}.{1,2.3,5}.{1.2.4,5}.{1.3,4,5}.{ 2.3.4,5}}
4 D(it*h y(i# wid®y | a(w(i?)) | e Omax | Tagrik | P(I@) | P(I) | r(a)
{1,2,3,4} (0,0,0,0,1) | (0,0,0,0,2) |(0,0,2) (0,0,0) (0,0,0) 0 2 1 0.1377
{1,2,3,5} (0,0,0,1,0) | (0,0,0,5,0) | (0,0,5) (0,0,0) (0,0,0) 0 5 1 0.0245
{1,2,4,5} (0,0,1,0,0) | (0,0,2,0,0) | (0,2,0) (0,2,0) (0,2,0) 2 2 1 01621 |5
{1,3,4,5} (0,1,0,0,0) | (0,4,0,0,0) | (40,0 (0,0,0) (0,0,0) 0 4 1 0.0733
{2,3,4,5} (1,0,0,0,0) | (6,0,0,0,0) | (6,0,0) (0,0,0) (0,0,0) 0 6 1 0.0127
Sistemde bes tane ¢alisan bilesen olsun (i = ).
I = {{1.2,3.4,5}}
it D(i*h ¥(i=h w(ish A(w(i's')j BilA) Bmax | Tazrnw | F(I™) | (I} | #(5)
{1,2,3,45} |(0,0,0,0,0) | (0,0,0,0,0) | (0,0,0) (0,0, 0) (0,0,0) 0 0 1 01982 |1
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4. Sonugc ve oneriler

Bu ¢alismada, dogrusal genellestirilmis agirlikli n-den k-g¢ikish F sistem tanimlanmistir. Bu
sistem, ardisik arizali modiillerin toplam agirligi en az k oldugunda veya sistemdeki arizali
bilesenlerin toplam agirlig1 en az t oldugunda arizalanir. Bu sistem, bazi 0zel sartlar altinda
agirlikli n-den k-gikish F ve ardisik agirlikli n-den k-¢ikish F sistemlere indirgenebilir. Ayrica bu
ve benzeri sistemler farkli varsayimlar altinda incelenebilir.

Yazarlarin Katkisi

F.O. analitik c¢oziimlerin elde edilmesinde, bilgisayar kodlarmin yazilmasinda, sonuglarin
yorumlanmasinda ve makalenin yaziminda gorev almistir. G.G. analitik ¢oziimlerin elde
edilmesinde, programlarin isletilmesinde, sonuclarin alinmasinda, verilerin diizenlenmesinde,
cizelgelerin olusturulmasinda ve makalenin yaziminda gorev almaistir.

Cikar Catismasi1 Beyam
Yazar ¢aligmada herhangi bir ¢ikar ¢atigmasi bulunmadigini beyan eder.
Arastirma ve Yayin Etigi Beyam

Yapilan calismada arastirma ve yayin etigine uyulmustur.
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Ek

install.packages ("sets")

library (sets)

N <- 3 #Modil Sayisi

k <- 12 #Ardisik arizali modiil adirligi bu dedere ulastiginda sistem arizalanir.

to <- 15 #Toplam arizali bilesen agirligi bu dedere ulastiginda sistem arizalanir.

n le <- c(2,1,2) #modlilerdeki bilesen sayilarinin girilmesi.

n <- sum(n_le) #sistemdeki toplam bilesen sayisi "n" ile ifade edilsin.

w <- c(6,4,2,5,2) #bilesen agirliklarinin girilmesi ("n" tane bilesenin agirlik vektorid "w" ile
ifade edilsin).

p <- ¢c(0.94,0.73,0.55,0.89,0.59) #bilesenlerin ¢alisma olasiliklarinin girilmesi ("n" tane
bilesenin c¢alisma olasiliklari vektori "p" ile ifade edilsin).

sw <- sum(w) #sitemin toplam agirligi "sw" ile gbsterilsin.

mw <- c() #modiil agirliklarinin bulunmasi yani le-inci modiiliin agirligi "mw[le]" ile gosterildi.
n le zero <- c(0,n le)#n 1e[0]=0 ifadesinin tanitilmasi igin

for (le in 1:N)

{

L <-0

for (a in 1l:le)

{L <- L+n_le zerolal}

Lab <- L+1

usts <- L+n le[le]

mtw <- 0

for (j in Lab:usts)

{mtw <- mtwt+w[]]}

mw([le] <- mtw

}

I<-c(1l:n) #I indis kimesi

r n <- c() #sistemde i tane calisan bilesen var iken sistemin kac¢ farkli yolla calistigini
gbsterir

Reliability <- c()

for (i in 1:n) #i ile sistemdeki calisan bilesen sayisi ifade edilsin.

{

I i <- combn(i,i) #1 indis kimesinin secilebilecek i elemanli biitiin alt kiimelerinin kimesi

usts <- choose(n, i)

Cdurum <- c()

for (cui in 1l:usts)

¢ ‘

I ui <= I i[,cui]

I ui kimesi <- as.set (I ui)

d i <= c() #i_ui durumu ic¢in sistemdeki arizali bilesenlerin "1" ile kodlandi
for (ii in 1:n)
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{

if(ii %e% I ui kimesi) {d<-0 }
else{d<-1}

d i<-c(d_i,d)

}

Y to <- d _i*w #I ui durumu icin sistemdeki arizali bilesenlerin agirliklari
mY ui <- c()#i_ui durumu ic¢in le-inci modiildeki arizali bilesenlerin agiliklari toplami

for (le in 1:N)

{

L <-0

for (a in 1l:le)

{L <- L+n_le zerolal}

Lab <- L+1

usts <- L+n le[le]

mtY ui <- 0

for (j in Lab:usts)

{mtY ui <- mtY ui+Y tol[j]}

mY ui[le] <- mtY ui

}

A <= c()

for (le in 1:N)

{

if (mY ui[lel==mw[le]) {A[le] <- mY ui[le]}
else {A[le] <- 0}

}

del<- c()

del[1]1<-0

for (le in 1:N)

{

leab=le+1l

if (A[le]==0) {del[leab]l<-0}
else {del[leabl<-del[le]+A[le]}
}

Nab=N+1

delta<-del[c(2:Nab) ]

M <- max (delta)

TY <- sum(Y_to)

Cdurum[cui] <- 0

if (TY<to && M <k) {Cdurum[cui] <- 1}
pyeni <- c()

for (a in 1l:n)

{

if (d_i[a]==0) {pyeni[al=plal}
else{pyenifal=l-plal}

}

aaaa=prod (pyeni)

bbbb= (Cdurum[cui]) *aaaa
Reliability <- c(Reliability, bbbb)
}

r n[i]<-sum(Cdurum)
SistemGlivenilirligi=sum(Reliability)

}

13

#Sistem imzasi badimsiz ve 6zdes dagilimli bilesenlerden olusan sistemler icin hesaplanabilir.

r nzero<-c(0,r n)
Sistemimzasi <-c()
for (i in 1:n)

{

neiai=n-i+2
neiab=n-i+1
nei=n-1i

A<- r nzero[neiai]
B<- choose (n,neiab)
D<- A/B

E<- r nzero[neiab]
F<- choose (n,nei)
G<- E/F
Sistemimzasi[i]<- D-G

}

SistemGuvenilirligi
Sistemimzasi
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Abstract

Time Series (TS) based prediction models generate prediction based data that is supposed to be similar to the
future data at a certain level. In this study, we designed new modeling that increases the prediction
performance of the TS algorithm. The main purpose of the new modeling is to integrate the Multivariate-
Adaptive-Regression-Splines (MARSplines) algorithm into the TS algorithm. Five-year Tokyo Stock
Exchange data is analyzed as a case study to apply the relevant models. The results show that the new
regression-based approach significantly improves the prediction performance of the time series algorithm.

Keywords: Exponential correction, MARS, multivariate adaptive regression, stock price, time series analysis.

0z

Zaman Serisi (ZS) tabanli tahmin modelleri, belirli bir diizeyde ge¢mis verilere benzer fonksiyonel dagilima
sahip, tahmine dayali veriler iiretir. Bu ¢alismada, ZS algoritmasinin tahmin performansint artiran yeni bir
modelleme tasarlanmistir. Yeni modellemenin temel amaci, Cok Degiskenli Uyarlamali Regresyon
Katmanlar: (MARSplines) algoritmasini ZS algoritmasina entegre etmektir. Bes yillik Tokyo Menkul
Kiymetler Borsasi verileri, ilgili modelleri uygulamak i¢in bir vaka calismasi olarak analiz edilmistir.
Sonuglar, yeni regresyon temelli yaklasumin ZS algoritmasimin tahmin performansint onemli 6lgiide
gelistirdigini gostermigtir.

Anahtar Kelimeler: Ustel diizeltme, MARS, ¢ok degiskenli uyarlamali regresyon, hisse senedi fiyati, zaman
serisi analizi.

1. Introduction

Many countries have stock exchange markets (SEMs) to make investments and to observe sector-
based value movements. Mostly SEM is an open-source platform that shares information in
synchronization with the whole world. The opening/closing hours of the SEM vary according to
the local times. In SEM trading within specified local hours, up/down value movements are
observed hundreds of times during the trading period. The value at which the stock exchange
starts the day is called the "opening value", and the value it completes the day is called the "end
of day value". By comparing the end-of-day values of consecutive days, the value movements of
the stock exchange in daily, weekly, monthly, or yearly periods can be observed.
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During the day, market values can change at any time depending on instant purchases/sales and
political/social developments. For this reason, many irrational value movements directly related
to social developments can be found in data sets taken from stock exchanges. Skills such as
detecting the trends in the markets, making the right timing in investment preferences, predicting
the market's reaction in advance are very critical for investors who want to evaluate their
investments on this platform. It is very difficult to create a model that can make statistically
accurate predictions on this platform, which produces non-parametric data that is open to
irrational effects. For this reason, there is a need for more advanced algorithms that support
standard approaches with new methods.

The basic working principle of the TS prediction models is based on the assumption that existing
trends or patterns in the historically older part of the data continue to exist in the current or future
part of the data. In other words, existing data sets have information about future data at certain
levels. The TS algorithms, which are widely applied in the field of data mining and have a very
high level of prediction success, provide the ability to detect statistical connections present in
historical data and to make predictions about future data using this information.

This study proposes a prediction algorithm that expresses the distribution according to time
functionally. The emphasis of the experimental study is on a continuous scale review of market-
generated data with a public license. The contributions to the literature and strengths of the study
are as follows: (i) In recent years, there has been a huge increase in the number of analysis
methods that are highly accurate but require a deeper understanding of machine learning methods
and the external intervention of researchers. Therefore, the models based on those methods can
only be created experimentally. The proposed approach gives accurate results at higher levels
while reducing the external intervention of researchers and the amount of data required for
training models. (ii) It makes it possible to easily analyze data sets from different fields with any
size and number of variables, without the need for advanced knowledge of machine learning
techniques by researchers.

The ability to make successful predictions about future data is critical, especially in the field of
finance. The TS and similar machine learning-based statistical tools can predict future data at
certain levels. In this study, 5-years data obtained from the Tokyo SEM is examined and after
experimental studies on the relevant data, a new algorithm is developed to improve the current
prediction potential.

MARSplines is a data mining technique that offers sufficient flexibility and precision for fast
estimation of both continuous and binary categorical variables. Also, MARSplines models
develop a functional relationship with regression data. The main advantage of the MARSplines
model is that it causes fewer variables to interact with these models [9].

In the field of economy, the most important factor affecting the decision of investors in
investment preferences is the possibility of realization of future projections of experts and general
expectations. For this reason, predicting future data with high accuracy will determine direct
investment preferences. For this purpose, many statistical forecasting models are presented to
guide investors in the economy and finance sector. One of the most important of these models is
predictive modeling based on time series. Al-Idrisi is applying a special exponential smoothing
TS prediction algorithm to predict the share prices of companies that are publicly bought in the
Saudi SEM. In the study, the success of the applied model with the regression-integrated hybrid
method is compared [5].
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In another study from the domain of economics and finance, Neto et. al offers a similar hybrid
model that combines the TS and artificial neural network (ANN) algorithms to predict the stock
prices of some companies in Brazil. The main idea of the algorithm is to integrate one of the TS
models which has the highest correlation with the dependent (stock prices) variable into the ANN
model to predict the dependent variable. In this study, several methods are compared in terms of
their performances. It is observed that the best predictive performance is obtained from trained
neural network models [6].

A new chart pattern recognition model that integrates MARSplines and RNN (recurrent neural
network) methods (MARS-RNN) is introduced by Kao et. al. This model is an important tool in
detecting existing patterns in the production process control charts and providing a valuable
reference for developing new strategies with findings. The performance of the created model has
been compared with the Random Forest (RF), ANN and MARSplies integrated models. It has
been observed that the new model performs better than other models in both independent variable
selection and prediction processes [11].

Another hybrid model that combines regression and time series algorithms is also presented by
Guolo and Varin. In this study, many regression methods, including the MARSplines algorithm,
were tested by integrating them into time series. The main motivation for the study is to observe
the progress of epidemics and to predict future points. In this way, early preparation will be
possible for possible future scenarios of outbreaks. In the study, the performances of the
MARSplines based hybrid model and the Back Propagation Neural Network (BPNN) model were
compared. Results show that the MARSplines hybrid model can make more accurate predictions
than BPNN [1].

With the high performance of BPNN, it is a method that has the power to be sufficient in many
studies alone. Therefore, the comparison of the hybrid model with BPNN was made for a purpose
in this regard. In a similar study, Arasu compares the stock index prediction success of the BPNN
and MARSplines methods. It has been concluded that when the MARSplines method is applied
to time series, it has a higher accuracy success than BPNN [2].

Time series models are a highly successful method to predict the future behavior of events that
occur in cyclic models of processes that repeat at periodic intervals. One of the most important
advantages of the method is that the time series have ready models. However, the parabolic
movements of nonlinear data and high-frequency events are ignored in this method [10].

One of the main reasons why the MARSplines algorithm is preferred is the high prediction
success of its method in nonlinear models due to its adaptive and flexible model structure.
Another reason for the preference is that it can be easily applied to large-sized data with
numerous independent variables [3].

In another study conducted on non-linear data, the ratio of particulate matter (PM100) in the air
throughout Ankara province in a period covering the years 1993-2017 is examined. Since it has a
content that directly affects human respiratory quality and therefore human life, a very sensitive
modeling process is needed, just like the studies in the field of medicine. The effects of
seasonality and periodicity in the data are taken into consideration. For this reason, the designed
model is based on the support of the linear TS integrated with harmonic regression models [15].
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A similar weather study is conducted on snowfall modeling of a region in Iran. To model, the
support vector machine (SVM) integrated with MARSplines, and the RF integrated with TS
methods are used together. The results showed that the RF integrated with the TS model
outperformed [9].

The MARSplines method consists of step-by-step, interconnected basic functions, and the
number of basic functions and related parameters in each step (spline) is automatically
determined by the data. In this method, the data are split into sections over and over for each step,
and models based on continuous variables are created according to basic function derivatives
within each section [3].

In the study of Lee et. al., by integrating support vector regression (SVR) and autoregressive
moving average (ARMA) regression-based models, a hybrid model was created that can
determine the change point for time series [13]. Especially in the medical field, when conducting
an analysis based on TS, the detection of change points in the timeline is vital [12].

In the analysis models based on TS applied in the medical field, data content is directly related to
human health and requires a very sensitive model formation process. Having a similar and
repetitive pattern of vital processes positively affects the success of TS models. Traditional vital
signs are controlled within predetermined value ranges. Warning alarm systems operate when the
relevant values fall outside these ranges. Looking at the course of the process with TS, potential
alarm situations in the future can be predicted. However, with physiological and medicated
interventions in the process leading to the alarm state, the situation can be controlled before
reaching the alarm level. We can express these stages as peak or turning notes. TS serves as an
important tool for observing the effects of physiological and medicated interventions in the
relevant process. In the study of Grillenzoni et. al., he introduced a new approach that integrates
time series with adaptive regression methods, aiming to perceive the situations expressed as peak
or turning point in advance. Thanks to this method, the change points of local trends in a series of
graphs can be determined instantly [12].

Also, in the model produced by the MARSplines algorithm in the last step, the relationship
pattern and level between the independent variables can be obtained. This situation highlights the
MARSplines method among other methods as an easy method to understand and interpret,
especially for multivariable complex models [2].

In other words, the MARSplines method is a method that provides tremendous convenience for
nonlinear and complex large data sets, taken from many different fields from economics to
biology. Leathwick, for example, studied a very complex dataset where fifteen different fish
species examined their relationship to each other and the environment. It uses this method to
generate a model that predicts the future behavior of the species [4].

Multivariate time series (MTS) integrated regression models are used in deep learning (DL)
based data mining studies in many areas from finance to health. Mode et. al. applies DL and MTS
integrated regression model to increase the prediction performance of TS models based on
cybersecurity data [14].

Deep Neural Networks (DNNs) have increasingly widespread use in data mining with their high
accuracy performance. In another study, a new approach is introduced that integrates the
Generalized Linear Model (GLM), Seasonal Automatic Stress Integrated Moving Average model
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(SARIMA), and Automatic Stress Integrated Moving Average (ARIMAX) methods with DNN
using classical regression methods. The superior performance of this approach has been
demonstrated when compared to existing hybrid models in the literature [16].

The TS prediction models aim to generate predictions about future data by analyzing the pattern
created by past observations. This is important to support decision-making about future issues in
many areas. In his study, llic, which is another hybrid approach based on time series and
regression algorithms, developed a linear regression (EBLR) algorithm that explains the errors of
the classical TS model through regression trees and provides accuracy-enhancing model learning
in later steps. The model consists of two stages. In the first stage, estimates are made based on a
basic time series model. In the second step, the errors of the current model are calculated with a
regression tree [17].

Thanks to the methods and motivations provided by the studies mentioned in this section, a new
hybrid approach has been developed in which MARSplines is integrated into the exponential
smoothed TS algorithm. The methodology of the study and details of the applied methods are
explained in Section-2. In Section-3, the application of the stated methods and methodology on
data is given. In the last section, the main findings and results obtained from the research are
expressed.

2. Methodology

In this study, time-series additive exponential smoothing estimation algorithm is integrated with
the multivariate adaptive regression algorithm. Thus, with this hybrid regression model, we aim
to increase the prediction ability of the classical time series algorithm.,

2.1. Additive Exponential Smoothing Time-Series Analysis

A panel dataset usually has a recurring pattern over some time. The pattern that periodically
repeats itself is called the seasonal effect of a time series model. Regardless of possible pattern
repetitions, the specified time intervals are called specified periods depending on the date. The
exponential smoothing algorithm gives lower weights to the specified periods when the length of
the period increases [7]. The seasonal effect of a specified period assigned by the exponential
smoothing model is calculated as follows.

Ve = +Bt+ 5., ta, 1)

where g, is the mean value of each period, B, is the slope effect (trend) parameter, and 5,  is the
seasonal effect of the p seasons ( p =1,2,... ,P) ina year, and a, (t = 1,2,...,T ) is the white
noise error parameter. Expressed parameters are not fixed. Each parameter value may change
over time.

If a smoothing model has no trend, then £, =0 for all ¢. Similarly, if a smoothing model has no
seasonal effect, then 5, , = 0 for all p. So, the smoothing parameter given above are calculated
with the following equations.
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Ly=a(y, —S,_p) + (1 —a)(L,_y +T,—y) )
T, = T(Lr - Lr—lj + [:1 - "ijr—l (3)
5r=ﬁ(}?r—£.rj+ (1_5)5r—P (4)

where &, &, and 7 are seasonal effect, level, and trend weights of the smoothing, respectively.
Also let the smoothed level, smoothed slope (trend) and smoothed seasonal estimators be LT,
and 5, such that L, estimates u,, T, estimates f3,, and 5, estimates S, , at time t. Let h be the
number of estimated cases. Then the h-step-ahead esimation equation is

.-!"}!"Fh = Lr+'IITr +5!‘—P+h 1 'II = 112: me (5)

where #,., is the estimated h cases of y, AT, is the estimated h additive slope, and S,_p.;, is the
h estimated smoothed seasonal factor [8].

2.2. Multivariate Adaptive Regression Splines (Marsplines)

The MARSplines algorithm was produced by Friedman in 1991[3]. As computerized statistical
data analysis tools have become widespread, MARSplines has become an increasingly popular
method. The basic logic of the algorithm is to predict the values of a continuous dependent
variable with the help of continuous or categorical independent variables. MARSplines algorithm
does not produce a functional estimator based on the relationship between the dependent and
independent variables as in classical regression models but instead offers a nonparametric
regression model. The algorithm aims to describe the possibly existing relationship between
variables by a method using basic functions in addition to the coefficients generated from
classical regression data. The general procedure of the method consists of two steps; First, the
data is split into two equally sized subsets. In the next step, a hybrid regression model is
generated that includes the basic function for each subset. The MARSplines regression model is a
combination of these hybrid models. Classical regression models generally offer more successful
approaches for such datasets with a linear distribution. Thanks to this expressed feature of the
MARSplines method, very successful models can be created even for datasets having non-linear
distribution. It will be quite difficult to create similar models with parametric methods. The
MARSplines algorithm uses double-sided functions similar to basic functions defined for linear
or nonlinear distribution. The purpose of these functions is to create the alternative path from the
dependent variable to the independent variables with the best possible approximation. Also, the
functions generate estimations for the dependent variable. MARSplines model is given with Eq.

(6) [3]:
y=f(X) =B, +Ef:1 B; h;(X) (6)

where S is the number of splines in the model, y is prediction for the dependent variable, X is the
index of the independent variables, B, is estimated intercept parameter, B, is the estimated
parameters and the h, (X is the basis function.
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Depending on the number of seasons and periods, basis functions are interchanged through a
MARSplines model several times for finding the best match to the least-squares goodness-of-fit
criterion. At the end of this process, the model automatically decides on the importance of the
independent variables and their mutual interactions. As with all the nonparametric models, the
MARSplines model is adaptive and therefore causes an overfitting problem. For overcoming this
problem, the model has a pruning method decreasing the number of basis functions for
decreasing the complexity of the model. This pruning process makes MARSplines a very strong
method for predictor selection [3].

The MARSplines algorithm’s predictor selection process is as follows: The first step of the
process starts with a model having only the constant basis function. In the second step, the basis
function definition space is scanned for the most successful variables and knots, and then the
selected variables and knots are added into the model for minimizing the prediction error
(goodness of fit measure). In the third step, the second step is repeated until obtaining the pre-
determined maximum measurement for the goodness of fit. After an exact number of iterations,
in the final step, the pruning method is applied based on functions and so the functions
contributing least to the goodness of fit (least squares) are removed from the model [3].

2.3. Integration of Time-Series and MARSplines Algorithms

Table 1. Mathematical process of the integrated hybrid algorithm
Ht «— L — @
y=f)—X —Yeof Pe — T

Stp S &

ag
The mathematical process of the integrated hybrid algorithm is given in Table 1. The hybrid
algorithm consists of adding steps of predictors into the MARSplines model such that each
predictor is recalculated based the exponential smoothing time-series model. For this purpose,
level (), trend (v) and seasonal effects (&) of smoothing weight are determined. Then, according
to these parameters, smoothed level (L,), smoothed slope (T.) (trend) and smoothed seasonal
estimators (5,) are calculated in such a way that L, estimates y,, T, estimates [5,, and 5,
estimates §,, at time t. As a result, the seasonal exponential smoothing model Eq. (1) is
generated with these obtainded parameters. This process is repeated for each iteration. Then,
since each y. value will be obtained after the calculation based on the time-series algorithm, the
equation Eq. (7) is obtained by replacing the X predictor parameter in the MARSplines model Eq.
(6) [3].

¥y = f[:vr_j = BI} + E?-:l Ef:j_ Bz’ hz’ (Frj (7)

As a result, the mathematical expression of the hybrid algorithm Eq. (8) is obtained as follows

[3].

¥y = f(}’r) =B, + 2521 Zf:j. B; hz‘ [P:r + Jgrt + Sr,u + ﬂr] (8)
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3. Experimental Work

The dataset of the study has been taken from Kaggle.Com, an open-access database, and
statistical consulting platform. The original name of the data is *Uniqlo (Fast Retailing) Stock
Price‘. The daily opening value (Open), closing value (Close), daily highest value (High), daily
lowest value (Low), daily trading volume (Volume), daily stock trading total value (Stock
Trading) of the Tokyo Stock Exchange. The Stock Trading variable contains the daily total
purchase / sale values of the shares of the company Uniglo, which are traded on the stock
exchange. In addition, Date variable is the only categorical variable. The first case of the data is
received on January 4, 2012, and the last case is received on January 13, 2017. There are only 7-
days-data available from 2017. There are a total of 1233 cases in the dataset. The first 1226 of
the cases are used as a training set and the remaining 7 cases are reserved as a testing set. The
data is licensed under ‘Public Domain Dedication’ (CCO 1.0 Universal (CCO 1.0)).

Dependent TESTING TRAINING
Variable SET AL SET
a N\ 7 N\
Independent : Independent
Variables DS Variables
| ¢ 4 N .
) ™ 3 B
Exponential
> Smoothing — Prediction <
Forcasting 3 )
————— |
( R ‘ ) Comparison of
> Original Lyl Smoothed Series Correlations and Predictor
Performances
N > A8 B4
I

Figure 1. Methodology

To better observe the performance of the model, data that is open to irrational effects was
preferred instead of data in which the values of consecutive days are linearly arithmetically
similar to each other. For this purpose, stock market data was considered appropriate. The
selection of the Tokyo stock exchange is random and does not have a specific purpose.

In this study, a new algorithm is designed by integrating a time series based prediction algorithm
with a multivariate adaptive regression model. To observe the performance of the obtained
algorithm, a situation analysis was made on the dataset of the Tokyo stock market. The dependent
variable of the time series prediction model built on the integrated algorithm is determined as
Stock _Trading. Except for the date variable, all other variables are determined as independent
variables (predictors). The predictive success of the algorithm is evaluated according to its
prediction proximity rates to the original values of the predicted cases on the testing set. For this
purpose, the mean absolute residuals between the predictive and original values of the dependent
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variable are calculated. It can be concluded that the success of the model increases as the mean
residuals approach zero.

The first estimation model is called as the Additive Exponential Smoothing Time-Series Analysis
algorithm. Stock_Trading is identified as lock variable. Also the specified parameters; the
additive season number (t) is 12 (corresponding to 12 months), the level smoothing weight is
o = 0,01, the seasonal smoothing weight is & = 0,01, and the trend smoothing weight is
¥=0,01.

The second prediction model is based on the new integrated algorithm. The modeling process is
performed in three stages. In the first stage, the same independent variables (Open, Close, High,
Low, and Volume) that are used in the Additive Exponential Smoothing Time-Series Analysis
model, have been determined as Lock parameter one by one. In other words, the algorithm that is
used to estimate the dependent variable in the first model is also applied to the independent
variables in this step, so that the case values of the independent variables in the testing set are
estimated. In the second stage, the MARSplines model is generated on the training set by using
the predefined variables. The mathematical expression of the model is used as a reference
function in calculating predictive values in the next stage. In the third stage, the predictive values
obtained in the first stage are inserted in the function obtained in the second stage, and thus each
case of the dependent variable is recalculated. Then, the absolute correlations between the
predicted and original set are calculated.

In the final step, two separate multivariate regression models are built with the original and
predicted sets, as stated above, to evaluate the performance of the algorithms.

3.1.Results

An exponential smoothing time series prediction model having Stock Trading as a dependent
variable is constructed by using the control (training) set. The parameter values that are applied
when creating the model are the same as the initial constants. In this way, all of the data in the
testing set is recalculated according to this model. The values calculated based on the model are
given in Table 3 (Notation: EYN = 10" and E”"N = 107"). The graph of the model is given in
Fig. 2.

Table 2. Time-Series prediction

TEST | OPEN | HIGH | LOW | CLOSE |VOLUME

425E°4 | 433E°4 | 42564 | 433E'4 | 648ES

A 433E'4 | 4334 | 425E'4 | 426E'4 | 517E'S
u 405E'4 | 410E°4 | 397E'4 | 397E'4 | 144E%6
o 386E'4 | 389E'4 | 382E'4 | 387E'4 | 120E'6
§ 387E'4 | 389E'4 | 385E'4 | 386E'4 | 546E'S
383E'4 | 385E'4 | 379E'4 | 380E'4 | 801E'S

380E'4 | 304E'4 | 382E'4 | 384E'4 | 132E%6

@ | 43164 | 43BE4 | 4256 | 427E' | SO7E'S
T | 420E4 | 432E'4 | 425E%4 | 427E°4 | 547E%S
§ 2 | 420E'4 | 43164 | 426E°4 | 427E' | 458E'
S | 428E'4 | 431E'4 | 424E'4 | 426E4 | 431E'
E® | 4264 | a20e'a | 420E'4 | a25E%a | 487E5
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4,27E"4 4,31E*4 4,25E%4 4,27E"4 4,55E"5
4,27E"4 4,30E*4 4,24E%4 4,25E"4 4,22E'5
-6,04E72 1,53E"0 -4,77E*1 5,91E%2 1,41E'5
3,22E%2 1,46E%2 1,12E*0 -1,40E*2 | -3,07E'4
-2,41E*3 | -2,10E'3 | -2,86E'3 | -3,00E'3 9,78E'5
-4,16E'3 | -4,21E'3 | -4,28E'3 | -3,92E'3 7,66E'5
-3,88E'3 | -4,05E'3 | -3,69E'3 | -3,96E'3 5,89E*4
-4,42E'3 | -4,67E'3 | -453E'3 | -4,73E'3 3,46E'5
-3,81E*3 | -3,59E'3 | -4,12E*3 | -4,07E'3 9,00E*5

RESIDUALS

A new time series model is composed for the recalculated parameters (Open, Closed, High, Low,
and Volume), and predicting is performed for the dependent variable. Prediction values calculated
based on the time series algorithm are given in Table 2. Also, the observed values existing in the
testing set, the prediction values, and the differences (residuals) between these two values are
given in Table 2. Additionally, the visuals of the values given in Table 2 are shared in detail in
Figure 2.

Variables with an equal range of values are given combined. The left y-axis reflects the range of
the observed/predicted variable values, the right y-axis reflects the range of the residual values,
and the x-axis reflects the order of days from 1 up to 1233. The blue lines in the graphs show the
observed values, the red lines the prediction values, and the green lines the residual values. To
evaluate the graphic, it is necessary to evaluate the individual and relative positions of the lines
separately. It can be interpreted such that the blue and red lines get closer to each other, the
model performs better. From this respect, the distribution of the green lines around the line x = 0
shows that the model is quite successful.

To check residual independence, a scatterplot is drawn according to a time variable (date). A
nonrandom distribution shows that the independence condition fails. Accordingly, a scatter-plot

was drawn for each variable and it was observed that the residual independence conditions are
satisfied for all variables.
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In the next step, the variables generated by the time-series-smoothing model are deployed in the
MARSplines model to estimate the dependent variable. This process is applied only to the
training set. In this way, the prediction achievement of the model can be measured by comparison
so that trials can be performed to develop a better model. However, when working on the testing
set, the dependent variable is censored, and an estimation is made by applying the most
successful model designed on the training set. In other words, there is no trial-development
process on the testing set. Only the best available model can be used. Also, considering that the
data set covers 5 years, it is highly probable that there may be seasonal effects. For this reason,
the seasonal effect parameter is also included in the model. The number of seasons (periods) is
determined as 12 correspondings to the 12 months in a year. However, the testing set consists of
only 7 cases, and a regression model built on such a small set would not be able to train the
model enough. For this reason, the mathematical infrastructure of the most successful
MARSplines model created on the training set is applied to the testing set. Details of the model
are presented in Table 4. Predictive Model Markup Language (PMML) of the model is given in
Appendix.

Table 3. Original and predicted stock trading prices

Dependent Variable: Stock Trading Prices
Observed_Stock Time_Series_Stock MARSplines_Stock
- 2,79E*10 2,13E*10 2,33E710
& 2,21E*10 2,26E*10 2,44E10
% 5,77E*10 1,95E*10 2,12E*10
& 4,61E10 1,84E°10 2,07E10
= 2,11E*10 1,97E*10 2,31E*10
3,05E*10 1,96E*10 2,16E*10
512E+10 1,82E710 2,04E10

Table 4. MARSplines model results (significant b* are highlighted in red)

MARSplines Results Regression Statistics

Dependent: Stock Trading_TS Mean (observed) 2,44E*10
Indep.Var.: Open_TS, High_TS, Low_TS, Close_TS, Volume_TS Std. Dev. (observed) 1,52E*10
Number of terms = 13 Mean (predicted) 2,44E*10
Number of basis functions = 12 Std. Dev. (predicted) 1,48E*10
Order of interactions = 1 Mean (residual) 4,93E6
Penalty = 2 Std. Dev. (residual) 3,35E%9
Threshold = 0,0005 R-square 9,51E1
GCV error = 1,17E*19 R-square adjusted 9,51E1

In the testing set, 7 cases of the dependent variable are calculated using the function (Eq. 9)
obtained from the MARSplines model. In other words, the model obtained from the training set is
applied to the testing set. Stock_Trading values that are calculated according to the function are
given in Table 3.

Let
Stock_Trading TS =Y, Volume_ TS = X,,High TS=X,,Low_TS =X, and Open_T5 =X,
such that the mathematical expression of the MARSplines regression model is
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Y =1957E%10 —3,16E¥4-max(0; 2,08E¥6— X,)+ 4,03E76 - max(0; X, — 4,49E74)
—1,91E%6- max(0; 449E¥4— X,) + 2,15E76 - max(0; X; — 4,30E74)
+1,37E*4- max(0; X, — 1,63E¥6) — 1,1BE*6- max(0; X, — 2,6BE*4)
+1,33E76- max(0; 2,68E¥4— X,) —4,49E76 - max(0; X; — 451E%4) (9)
+2,25E76- max(0; X, —4,73E%4) — 2,95E76 - max(0; X, — 4,06E74)

+9,04E%5- max(0; X, —3,77E%4) — 7,54E*5 - max(0; X; — 548E%4)

Table 3 shares the original (observed), time-series predicted, and stock_trading values calculated
using the MARSplines function. In the next step, a time series model is created on the values
calculated according to the function obtained from the MARSplines model. The performance of
the integrated approach of MARSplines and time-series algorithms is measured by the similarity
rate between the predicted and observed values. For this purpose, first of all, the absolute
correlation between predicted and observed values is compared. In the next step, the predictive
success rate of the model is calculated.

Table 5. Absolute Correlation between the Stock Trading Prices (significant corr. is highlighted

in red)
Observed
Predicted Abs. Corr. = 0,678
(Time Series) P-Value = 0,094
Predicted Abs. Corr. = 0,852
(Integrated Model) P-Value = 0,015

The correlation rate between predicted and observed values can be used as a criterion for
evaluating model performance [18]. The absolute correlation values between predicted and
observed values are given in Table 5. Accordingly, the absolute correlation ratio between the
predicted values based on the MARSPIlines model and the observed values is 0.852. Also, the
ratio of absolute correlation between predictive values based on time series and observed values
is 0.678. In the table, the statistically significant correlation values are highlighted in red.
According to the results, as MARSplines based correlation values are significant at a = 0.05
significance level, time-series based correlation values are not statistically significant.

Table 6. Multiple Regression Summary Statistics

Summary Statistics
Multiple R 0,908 F(2,4) 9,44
Multiple R? 0,825 p-value 0,031
Adjusted R? 0,737 Std.Err.(Estim.) 7,56E*9

Table 7. Multiple Regression Parameter Estimations (significant b* are highlighted in red)

Regression Summary (Dependent Variable: Original_Stock)
N=7 b* Std.Err. (b*) b Std.Err. t(4) P-Value
Intercept 2,31E*11 4,56E*10 5,06 0,007
TS_Stock 0,85 0,569 8,01 5,34 1,49 0,208
MARS_Stock -1,64 0,569 -16,1 5,53 -2,89 0,044

In the second evaluation step, a multiple regression model is designed. According to the
performance of the predicted sets within the model, the levels of proximity to the original data are
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observed. The dependent variable of the regression is ’Original Stock and the independent
variables are MARSplines_Stock and Time-Series_Stock. Summary statistics of the model are
given in Table 6. Also, the parameter estimations are given in Table 7. According to the results,
while the contribution of MARSplines_Stock as a predictor in the model is statistically
significant, Time-Series_Stock's contribution is not significant.

Based on both evaluation steps, the predicted sets based on the MARSplines method perform
better and statistically significant. These results confirm that the supporting time-series with
MARSplines increases the predictive performance of the time-series.

4. Conclusion

This study proposes a new integrated prediction algorithm that functionally expresses the
distribution by time-variable. In recent years, there have been numerous increases in the number
of user-generated reviews with external intervention, which are quite accurate but require a
deeper understanding of machine learning methods. The main contribution of the proposed
approach presented in this study is to give accurate results at big sized data while reducing the
outside intervention of the researcher and the amount of data required for model training.
Therefore, a new approach is presented to improve the prediction performance of the time series
algorithm. It enables the use of data sets from different domains with any size and number of
variables, without the need for advanced understanding in machine learning. For this purpose, a
dataset that is difficult to predict, nonlinear and open to irrational impact was chosen to get the
best test for the performance of the approach: Stock market data. The emphasis of the
experimental study is based on the examination of the data produced by the market on a
continuous scale with a public license. For this purpose, the five years of the Tokyo Stock
Exchange was examined. After experimental studies on the relevant data, a new algorithm has
been developed to improve the current prediction potential. An exponential smoothing time series
algorithm was applied to the data and predictions were made for future data. Then, another
estimation was made using the MARSplines model developed with predictors based on time
series. The dataset generated based on predictions obtained by MARSplines had a higher absolute
correlation with the original data. (0.852-0.678). Also, MARSplines predictions are statistically
significant and outperform normal time-series predictions.

References

[1] Guolo, C. Varin. (2014). Beta Regression For Time Series Analysis Of Bounded Data, With Application To
Canada Google R Flu Trends, The Annals of Applied Statistics, Institute of Mathematical Statistics, Vol. 8,
No. 1, 74-88, Doi: 10.1214/13-A0AS684

[2] S. Arasu, M. Jeevananthan, N. Thamaraiselvan, B. Janarthanan. (2014). Performances of data mining
techniques in forecasting stock index — evidence from India and US, J.Natn.Sci.Foundation Sri Lanka 42
(2): 177-191, DOI: http://dx.doi.org/10.4038/jnsfsr.v42i2.6989

[3] Friedman, J. (1991). Multivariate Adaptive Regression Splines. The Annals of Statistics, 19(1), 1-67.
Retrieved April 7, 2021, from http://www.jstor.org/stable/2241837

[4] J. R. Leathwick, D. Rowe, J. Richardson, J. Elith, T. Hastie. (2005). Using multivariate adaptive regression
splines to predict the distributions of New Zealand’s freshwater diadromous fish, Freshwater Biology 50,
2034-2052, doi:10.1111/j.1365-2427.2005.01448.x

[5] M. M. Al-Idrisi. (1991). Use of Regression and Triple Exponential Smoothing Models for Forecasting
Share Prices of Saudi Companies, JKAU: Econ. & Adm. vol. 4, pp. 3-25 (1411 A.H. /1991 A.D.)



(6]

[7]

(8]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

F. Koyuncu, A. Yiicel | istatistikgiler Dergisi: Istatistik&Aktiierya, 2021, 1, 14-29 28

M. C. A. Neto, G. Tavares, V. M. O. Alves, G. D. C. Cavalcanti, T. I. Ren. (2010). Improving financial time
series prediction using exogenous series and neural networks committees, The 2010 International Joint
Conference on Neural Networks (IJCNN), Barcelona, 2010, pp. 1-8., doi: 10.1109/1JCNN.2010.5596911
Gelper, S., Fried, R. and Croux, C. (2010), Robust forecasting with exponential and Holt—Winters
smoothing. J. Forecast., 29: 285-300. https://doi.org/10.1002/for.1125

McKenzie, E. (n.d.). General exponential smoothing and the equivalent arma process. Journal of
Forecasting, 3(3), 333-344. https://doi.org/10.1002/for.3980030312

O. Kisi, K. S. Parmar. (2016) Application of least square support vector machine and multivariate adaptive
regression spline models in long term prediction of river water pollution. J Hydrol 534:104-112]

O. Hamidi, L. Tapak, H. Abbasi, Z. Maryanaji. (2017). Application of random forest time series, support
vector regression and multivariate adaptive regression splines models in prediction of snowfall (a case study
of Alvand in the middle Zagros, Iran). Theoretical and Applied Climatology. 134. 1-8. 10.1007/s00704-017-
2300-9.

L. J. Kao, C. C. Chiu. (2020). Application of integrated recurrent neural network with multivariate adaptive
regression splines on SPC-EPC process, Journal of Manufacturing Systems, Vol. 57, Pages 109-118, ISSN
0278-6125, doi.org/10.1016/j.jmsy.2020.07.020.

Grillenzoni, M. Fornaciari. (2019). On-line peak detection in medical time series with adaptive regression
methods.  Econometrics and  Statistics, Vol. 10, Pages 134-150, ISSN  2452-3062,
doi.org/10.1016/j.ecosta.2018.07.002.

S. Lee, S. Lee, M. Moon. (2020). Hybrid change point detection for time series via support vector
regression and CUSUM method. Applied Soft Computing, Vol. 89, 106101, ISSN 1568-4946,
doi.org/10.1016/j.as0c.2020.106101.

G. R. Mode, K. A. Hogue. (2020). Adversarial Examples in Deep Learning for Multivariate Time Series
Regression. eprint=2009.11911, arXiv, cs. LG

Y. Okkaoglu, Y. Akdi, , E. Golveren, M. Yucel. (2020). Estimation and forecasting of PM10 air pollution in
Ankara via time series and harmonic regressions. International Journal of Environmental Science and
Technology. (d0i:10.1007/s13762-020-02705-0)

S. Jiang. (2019)."Combining Deep Neural Networks and Classical Time Series Regression Models for
Forecasting Patient Flows in Hong Kong,” in IEEE Access, vol. 7, pp. 118965-118974, doi:
10.1109/ACCESS.2019.2936550.

I. llic, B. Gorgulu, M. Cevik, M. G. Baydogan. (2020). Explainable boosted linear regression for time series
forecasting. eprint=2009.09110, arXiv, ¢s.LG

Hjort, Jan & Suomi, Juuso & Kéyhko, Jukka. (2011). Spatial prediction of urban—rural temperatures using
statistical methods. Theoretical and Applied Climatology. 106. 139-152. 10.1007/s00704-011-0425-9.

Appendix

<?xml version="1.0" encoding="windows-1254" ?>

<PMML version="2.0">

<Header copyright="STATISTICA Data Miner, Copyright (c) 2014, StatSoft, Inc, www.StatSoft.com"/>
<MARSplinesModel>

modelName = "Multivariate Adaptive Regression Splines"

model Type = "MARSplines"

<ResponseL.ist>

<Response name="Stock Trading_TS" noNominals="0"/>

</ResponseL.ist>

<PredictorList>
<Predictor name="0Open_TS" noNominals="0"/>
<Predictor name="High_TS" noNominals="0"/>
<Predictor name="Low_TS" noNominals="0"/>
<Predictor name="Close_TS" noNominals="0"/>
<Predictor name="Volume_TS" noNominals="0"/>

</PredictorList>

<Terms>

<TermSpecs term="1" predictor="5" knot="2,07890000000000e+006" type="-1"/>
<TermSpecs term="2" predictor="2" knot="4,49200000000000e+004" type="1"/>
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<TermSpecs term="3" predictor="2" knot="4,49200000000000e+004" type="-1"/>

<TermSpecs term="4" predictor="3" knot="4,30000000000000e+004" type="1"/>

<TermSpecs term="5" predictor="5" knot="1,62610000000000e+006" type="1"/>

<TermSpecs term="6" predictor="1" knot="2,68000000000000e+004" type="1"/>

<TermSpecs term="7" predictor="1" knot="2,68000000000000e+004" type="-1"/>

<TermSpecs term="8" predictor="3" knot="4,51250000000000e+004" type="1"/>

<TermSpecs term="9" predictor="1" knot="4,72800000000000e+004" type="1"/>

<TermSpecs term="10" predictor="3" knot="4,06100000000000e+004" type="1"/>

<TermSpecs term="11" predictor="2" knot="3,76800000000000e+004" type="1"/>

<TermSpecs term="12" predictor="3" knot="5,47600000000000e+004" type="1"/>

</Terms>

<ParameterList>

<Coefficients response="1" intercept="9,57354991253548e+010" coeff1="-3,16012041310131e+004"
coeff2="4,02943152348027e+006" coeff3="-1,90567698334054e+006" coeff4="2,14802239018978e+006"
coeff5="1,37012891096041e+004" coeff6="-1,18261460614068e+006" coeff7="1,33241133917770e+006"
coeff8="-4,48816386471684e+006" coeff9="2,25246971605447e+006" coeff10="-2,95446036624414e+006"
coeff11="9,03774315795363e+005" coeff12="-7,53618316284358e+005"/>

</ParameterL.ist>

<?The following model should be used directly, with categorical variables being coded 0, 1.7>

<Stock Trading_TS = 9,57354991253548e+010 - 3,16012041310131e+004*max(0; 2,07890000000000e+006-
Volume_TS) + 4,02943152348027e+006*max(0; High_TS-4,49200000000000e+004) -
1,90567698334054e+006*max(0; 4,49200000000000e+004-High_TS) + 2,14802239018978e+006*max(0;
Low_TS-4,30000000000000e+004) + 1,37012891096041e+004*max(0; Volume_TS-1,62610000000000e+006) -
1,18261460614068e+006*max(0; Open_TS-2,68000000000000e+004) + 1,33241133917770e+006*max(0;
2,68000000000000e+004-Open_TS) - 4,48816386471684e+006*max(0; Low_TS-4,51250000000000e+004) +
2,25246971605447e+006*max(0; Open_TS-4,72800000000000e+004) - 2,95446036624414e+006*max(0;
Low_TS-4,06100000000000e+004) + 9,03774315795363e+005*max(0; High_TS-3,76800000000000e+004) -
7,53618316284358e+005*max(0; Low_TS-5,47600000000000e+004)>

</MARSplinesModel>

</PMML>




