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ABSTRACT

In this paper we investigate DCT-based embedded zerotree coding of composited videos for
multi-point video conferencing. Zerotree coding is a progressive coding method which encodes a video
or image into a bit stream with increasing precision. The embedded property is accomplished that all
encodings of the same image or video at lower bit rates are embedded in the beginning of the bit stream
for the target bit rate [9]. By using the embedded zerotree coder, quality of the composited videos is
improved when compared to a conventional encoder.

KEYWORDS: Video coding, video compositing, multi-point video conferencing, embedded
zerotree coding, successive approximation quantization.

1. INTRODUCTION

As video applications continue to grow, significance tree based image
compression techniques are becoming more effective and less complex. One of
these methods, embedded image coding using zerotrees of wavelets, was first
introduced by Shapiro in 1993 [9]. Dependencies of wavelet coefficients in
subbands are well exploited in this method. Later, beside wavelets, DCT (Discrete
Cosine Transform)-based zerotree coding applications were developed and used by
several researchers [10], [11], [12], [13]. These works show that DCT-based
embedded coders can provide competitive compression rates with a good image
quality compared to the wavelet based embedded coders. The embedded coding
scheme of zerotree coding depends on coding a symbol by an entropy encoder as
soon as the symbol is obtained by the zerotree coding. A zerotree is a tree whose
leaves correspond to the insignificant transform coefficients which are less than a
certain threshold. A zerotree can be encoded by a single symbol resulting in efficient
coding. Zerotree coding proceeds iteratively producing at each iteration a
significance map of all coefficients. Thus more generally zerotree coding is called
significance tree quantization. As a progressive coding method, an embedded
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zerotree encodes the largest, most important coefficients first. In this manner, the
decoder first receives the coefficients that have the largest content of information
yielding the largest distortion reduction. Embedded bit stream obtained by adaptive
arithmetic coder representing the symbols of the zerotree coding indicates the
ordered coefficients by magnitude. To measure the distortion between the original
and reconstructed transform coefficients we consider Mean Square

MSEc(C-C)= YIJ-ZZ(CJ -¢;)? (1)
i

where Cj; and CA'ij are the original and the reconstructed transform coefficients of an
image or video frame of size IxJ respectively. In a progressive transmission scheme,
the decoder initially sets the reconstruction coefficients {éy} to zero and updates

them according to the incoming symbols. After receiving the approximate or exact
values of some transform coefficients the decoder can reconstruct the video frame.
From Eq. 1, it is clear that if the exact or approximate value of the transform
coefficient C; 1is sent to the decoder, the MSE. of the reconstructed frame

decreases. This means that the larger transform coefficients should be sent first
because of their larger content of information.

Beside the progressive property there is another advantage of the embedded
zerotree coding. Since the embedded zerotree encoder can be stopped at any time, it
is very easy to reach the exact target bit rate or the desired quality of image or video
without truncating the lower part of a video frame as in other methods. Analogously,
a decoder can cease at any point where the desired quality or the bit rate is reached.

In multi-point video conferencing, incoming video streams to a node,
where video compositing is realized, are decoded by DCT transcoders directly into
JPEG (Joint Pictures Experts Group)-type of images in the DCT domain since the
best approach for video compositing is to directly composite videos in the
compressed domain instead of the spatial domain [1], {2], [3]. Then DCT
decimation and compositing are performed. Composited videos are re-encoded by
using a quantization scheme, and motion estimation and compensation. Finally the
encoded bit stream is sent to the receiver points. Details of these processes can be
found in [4], [5], (6], (1], [7] and [8].

2. CONCEPT OF DCT-BASED EMBEDDED ZEROTREE CODING

The embedded zerotree coding of DCT coefficients is based on four steps:
(1) arranging DCT coefficients into hierarchical scales similar to the wavelet
subband structure, (2) determining the significant coefficients across scales by
exploiting the self-similarity inherent in DCT coefficients, (3) successive-~



DCT-BASED ZEROTREE CODING OF COMPOSITED VIDEOS 37
approximate quantizing of DCT coefficients, (4) lossless compressing of the data

from the output of the embedded zerotree coder by using an adaptive arithmetic
coder.

Consider a video frame which is composed of KxL blocks with sizes of
MxM, where each block is 2-D (2-dimensional) DCT transformed. Each DCT block
of size MxM, including M* coefficients, can be treated as a hierarchical subband
structure. Rearranging all blocks of the frame in this way, a 3-scale hierarchical
subband structure of a DCT frame, which can be seen in Figure 1, is obtained. In
Figure 1, the subband LL; includes the DC coefficients of all 8x8 DCT blocks. It is
identical with the highest subband of a wavelet structure. In this layer, the number of
coefficients is equal to the number of DCT blocks of the video frame. All other
subbands include AC coefficients. Since most of the energy is concentrated in the
DC coefficients, the quality of the decoded image depends mostly upon DC
coefficients, then on the AC coefficients. Therefore the rearranged DCT structure is
suitable for the zerotree encoding, and flexible to control the bit rate [13].
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Figure 1. Conversion of a frame with 8x8 DCT blocks into a 3-scale subband frame

Several rearrangements of DCT blocks other than 3-scale structure are also
possible [11], [12]. Individually each one gives comparably good results in terms of
the compression ratio and quality [13]. In the hierarchical subband structure of a
DCT frame, from a coarser to the next finer scale, a relationship can be established
between the coefficients of similar orientation forming a tree structure. If a
coefficient at a given coarse scale is called “parent”, all the coefficients at the next
finer scale in the same spatial location of similar orientation are called “children”.
Specifically, for a given child at a fine scale, all coefficients at the coarser scales of
similar orientation at the same spatial locations are called “ancestors”. Similarly, for
a given parent at a coarse scale, all coefficients at finer scales of similar orientation
are called “descendants”. This parent-child relationship is shown in Figure 2. In this
example, while each coefficient at LL; subband has three children, coefficients of
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LH;, HLy, HH, LH,, HL,, and HH, subbands have four children each. During the
zerotree coding, each parent is scanned before its children. In Figure 2, the dotted
lines ‘show the scanning order of the subbands, and each small square block
represents a DCT coefficient. Zerotree coding depends on transmitting the positions
of significant and insignificant coefficients. After arranging DCT coefficients into 3-
scale subband structure, a significance test is performed. Zerotree maps indicating
the positions of the significant and insignificant coefficients are called significance
maps. Zerotree coding ensures a compact multi-resolution representation of
significance maps [9].
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Figure 2. Parent-child relationship of 3-scale DCT subband structure

A DCT coefficient C is said to be significant with respect to a given
threshold 74, if its magnitude is bigger than the given threshold, i.e., |C|>Th. There
are four symbols used in zerotree coding: (1) T: zerotree root, (2) Z: isolated zero,
(3) P: positive significant coefficient, (4) N: negative significant coefficient. If a
parent and all its descendants are insignificant with respect to a given threshold, then
the parent is called a zerotree root. Instead of coding all elements of a zerotree, only
the zerotree root is encoded representing that the insignificance of the other
elements at finer scales are entirely predictable. If a coefficient at a coarser scale is
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insignificant, and at least one of its descendants is significant, the coefficient at the
coarser scale is encoded as an isolated zero. If a coefficient is significant, it is
encoded either as positive or negative according to its sign.

Beside the scanning order of the subbands, obtained zerotree symbols are
scanned according to a predetermined scan path at each subband. With this
information, the decoder will be able to reconstruct the encoded signal by using the
same scanning path. Three scanning examples of the zerotrees using raster, Morton,
and Peano methods [15] are shown in Figure 3, respectively.
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Figure 3. Raster, Morton and Peano scan paths of a 3-scale subband structure
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In zerotree coding, coefficients are ordered due to their significance by
using successive approximation quantization, which is explained in the next section.

3. SUCCESSIVE APPROXIMATION QUANTIZATION

Successive approximation quantization (SAQ) is implemented in two
consecutive passes. At each pass, it produces embedded code parallel to the binary
representation of an approximation to a real number {9]. The SAQ is applied
iteratively for each new threshold. The initial threshold T4, is chosen as

The=2" 2

where |_n=log2C,m_] , and Cpp=max(C;)) for i=1,...,I and j=1,...,J, for an xJ DCT
frame. Starting from Thy, at each successive step the other thresholds are obtained
according to Th=Th;,/2, i=]1. For each threshold two passes are performed:
dominant pass and subordinate pass. They will be detailed in the following two
subsections.
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3.1. Dominant Pass

Dominant pass is an implementation of the zerotree coding. The dominant
pass is performed from the coarsest to the finest subband (see the dotted lines in
Figure 2). During the dominant pass, the set of coordinates of insignificant
coefficients, which is called dominant list, is used. Initially, all DCT coefficients are
considered as insignificant and put in the dominant list. Coefficients with
coordinates on dominant list are compared with the threshold Th,. If a coefficient is
found to be significant, its sign is determined. The obtained significance map is
zerotree coded as explained in the previous section. The magnitudes of the
coefficients which have been found to be significant during the dominant pass are
removed from the dominant list and put in subordinate list, which is the topic of the
next subsection. To avoid the occurrence of these coefficients on future dominant
passes, they are replaced with zeros in the DCT frame. Significant coefficients
determined during a dominant pass are reconstructed in the decoder according to

C =1.5xTh;, corresponding the center of the uncertainty interval [Th;, Th;.).
3.2. Subordinate Pass

The magnitudes of the coefficients found to be significant are now the
contents of the significant list. After the dominant pass, to add more precision to the
quantized DCT coefficients, a subordinate pass is performed. For the subordinate
pass, the width of the quantization step size is cut in half. More clearly, cutting in
half a previous uncertainty interval, [In,Jn;), two new uncertainty intervals,
[Ing,In,) and [In,,Iny), where In,=median(In,, In;), are obtained. All of the previous
intervals are halved in this way. Subordinate pass refines the significant coefficients
- by setting them as the center of one of the new intervals, adding a precision of one
bit. If a significant coefficient is in the lower interval a “0” symbol, if it is in the
upper one “1” symbol is generated for the refinement.

By using the dominant pass, the coefficients are automatically ordered in
importance. However, since the coefficients on the subordinate list are sent to the
decoder in the same scan order of the dominant list, they are not ordered according
to their magnitude. In this case while adding negligible complexity, it increases
coding efficiency.

The passes alternate between dominant and subordinate passes until either
the desired bit budget or quality is reached. Stopping the encoding of an embedded
bit stream at any point gives a precise rate control. However this is not the case for
non-embedded coders, which results in a truncation at the bottom part of the video
frame.
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4. SIMULATIONS

We first use the conventional DCT domain video compositing system,
which exploits regular scalar quantization with several decimation factors. Then we
replace it with the DCT-based embedded zerotree (DCT-EZT) coder. We compare
the results of both compositing systems in terms of PSNR at the same bit rate to see
the quality improvement by the DCT-EZT coding. For the conventional DCT
compositing, the adaptive arithmetic coder is used instead of the conventional
Huffman coder to permit a fair comparison. The first video frame is coded as intra-
(D), and rest are coded as interframes (P) forming a typical structure of group of
pictures (GOP) [14].

To use the DCT-EZT encoder with the proposed compositing, DCT
coefficients are rearranged into hierarchical structure with ten subbands. We also
subtract the average of the DC values in the coarsest subband, LL;, and transmit as
an overhead in order to improve the coding efficiency. Because the correlation of
the DC coefficients of neighboring blocks is very high this method decreases the
unnecessary scanning of the zerotrees [12]. We also treat the coefficients in the
coarsest subband as if they do not have any children. Accordingly, after zerotree
coding of the coarsest subband we obtain an array consisting of three symbols, Z, P,
and N for this subband, in this way we do not use the four-symbol alphabet for all
zerotree coding. This improves the coding efficiency of adaptive arithmetic coder.
Furthermore, all other symbols in the finer subbands except the ones in the finest
scales are encoded by using the four-symbol alphabet adaptive arithmetic coder. In
the finest scale subbands, there are only three symbols since the coefficients do not
have any children. Thus the zerotree array of these subbands is encoded by a three-
symbol adaptive arithmetic encoder.

Then the binary symbols obtained from the subordinate pass are encoded
by two-symbol alphabet adaptive arithmetic encoder. The dominant and subordinate
passes are subsequently used until the desired bit budget is reached. For motion
estimation and compensation, DCT coefficients are inverse EZT coded and
reformed to their initial 8x8 block structure. Motion compensation is done by either
estimating the motion vectors from the incoming streams, or by computing the
motion vectors directly from the composited video. The initial threshold, 7. ho, is also
sent to the decoder. Then the decoder starts to decode incoming zerotree symbols
according to Tho. The proposed DCT-EZT encoder is shown in Figure 4.

Before comparing the conventional and DCT-EZT compositing systems we
first investigate if the scanning path of the EZT coefficients has any influence on the
final compression result or quality. For this, we compare three of the scan paths,
raster, Morton and Peano, which are shown in Figure 3. In this comparison, we use
four different video sequences, Claire, Miss America, Salesman, and Trevor, in CIF
format, which have the size of 288x352, and decimate them with the decimation
factor, N=2. After compositing the four decimated frames into one, we encode the
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composited video frames by using DCT-EZT encoder with using each of three
scanning methods. In Table 1, we illustrate the average PSNR results of seventy
reconstructed frames for each scanning methods. As seen from Table 1, there is no
major effect of the scanning methods on the performance. Thus we chose raster scan
to use with the proposed DCT-EZT coder for the rest of the experiments.
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Figure 4. DCT-EZT encoder

Table 1. Average PSNR values obtained from three scan methods according to
given constant bit rates

Bit Rate (bits/frame) Raster Scan Morton Scan Peano Scan
20000 34.9523 dB 34.9524 dB 34.9480 dB
40000 38.5217dB 38.5275 dB 38.5170dB
60000 39.2390 dB 39.2288 dB 39.2525 dB
80000 40.6408 dB 40.6315 dB 40.6327 dB

For the comparison of conventional DCT compositing and DCT-EZT based
compositing methods, we use two different decimation methods, one using integer
factor and the other a rational factor. For the integer case, N=2, four video sequences
are composited into one, while in the mixed-view six video sequences are
composited into one, five videos being decimated by 3, and the other decimated by a
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rational number, 2/3. In both cases, we obtain better results by using the DCT-EZT
coding than by using the conventional DCT encoder. For conventional DCT encoder
we use four different Quantization Parameters (QP), which are QP=3, 5, 8, and 10.
We also use syntax based adaptive arithmetic coder to encode the symbols obtained
from the conventional DCT encoder. These symbols in the block layer are the
combination of (LAST, RUN, LEVEL), namely TCOEFs (Transform Coefficients),
and individually, LAST, RUN, LEVEL, SIGN for both intra- and interframe, and
INTRADC for intraframe. The LAST symbol is the indication of the remaining non-
zero coefficients in a DCT block. If LAST is 0, there are more non-zero
coefficient(s) in the DCT block, if 1, it means that this is the last non-zero
coefficient in the block, thus there is no need to look further for the other
coefficients in the block. The RUN symbol stands for the number of successive
zeros preceding the coded coefficient. The LEVEL is the non-zero value of the
quantized coefficient. These symbols and the initial cumulative frequencies for
adaptive arithmetic coding were taken from video coding standard H.263
recommendation in [14]. For the most commonly occurring events a table of
combinations of (LAST, RUN, LEVEL), which are called TCOEFs, were used.
Unlike Huffman coding, the predetermined variable length codes (VLC) of each
TCOEF with fixed length, which are supplied in [14], are not used in the adaptive
arithmetic coding case. Consequently, adaptive arithmetic coding results in better
performance. For the remaining combinations of LAST, RUN, and LEVEL, they are
coded separately. Thus for each of them different histograms are used to track the
changing probabilities of the symbols. The signs of the coefficients, SIGN, and the
intraframe DC coefficients, INTRADC are also encoded in the same way by using
their own histograms.

Average PSNR values for the composited videos with four subframes and
with six subframes are shown in Table 2 and 3, respectively. Some of the
reconstructed composite video frames with six subframes from each conventional
DCT and DCT-EZT encoder systems are shown in Figure 5.

As seen from both PSNR comparisons and subjective tests of video frames
the proposed DCT compositing with DCT-EZT encoder outperforms the DCT
compositing system with the conventional DCT encoder using regular scalar
quantizer. In Figure 5, one can easily see the degradations at the reconstructed video
sequences of the conventional DCT coder. This becomes more visible at lower bit
rates.

Table 2. Average PSNR values for composited videos with four subframes (N=2)

Conventional DCT QP=3 QP=5 QP=8 QP=10
Encoder 39.0713dB | 36.5549dB | 34.3038dB | 32.8692 dB
DCT-EZT Encoder 40.9160dB | 38.7932dB | 36.8879dB | 354929 dB
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Table 3. Average PSNR values for composited videos with six subframes

(N=3,2/3)
Conventional DCT QP=3 QP=5 QP=8 QP=10
Encoder 38.5867dB | 35.5643dB | 33.0410dB | 31.5754dB
DCT-EZT Encoder 40.4920dB | 37.9544dB | 35.1252dB | 34.0327dB

6. CONCLUSIONS

The composited videos are encoded efficiently by using the DCT-based
embedded zerotree coder. To use the zerotree coder with DCT coefficients they are
rearranged into a hierarchical structure similar to the wavelet subbands. Adaptive
arithmetic coding is used to encode the symbols obtained from dominant and
subordinate passes considering the usefulness of the arithmetic coding when dealing
with sources with small alphabets. We also use the advantage of the embedded bit
stream property of the zerotree coding. As each symbol is encoded by adaptive
arithmetic encoder, the number of the bits at the output is counted, so when the
desired bit budget is reached the coding is terminated. We obtain better results by
using the DCT embedded zerotree coder than conventional DCT encoder that uses
regular scalar quantizer. The improvement of the composited videos is 1-2.7 dB on
average.

OZET

Bu makalede gok noktal: video konferans icin birlestirilmis videolarin DCT tabanli gomiilt sifir agact
kodlamas: gerceklestirilmistir. Sifir agac: kodlama, bir video veya gdrintilyi artan ayrinttyla bit dizinine
kodlayan ilerici bir kodlama yontemidir. Gomiili olma 6zelligi, ayn1 g6riintii veya videonun ditstik bit
oranlarinda hedef bit oranina ulasmak icin batin kodlamasmin bit dizininin baglangicindan itibaren
yerlestirilmi§ olmasiyla elde edilir [9]. Sifir agaci kodlamanin kullaniimastyla birlestirilmis videolarmm
kalitesi gelenekse! kodlayicilara gore iyilestirilmigtir.

ANAHTAR KELIMELER: Video kodlama, video birlestirme, ¢ok noktali video konferans:, gémuti
sifir agact kodlama, ardigik yakinlastirma nicemlemesi.
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Figure 5. Samples of reconstructed composite videos with six subframes from the
conventional DCT and the DCT-EZT codings at 33959 bits, (a) Conventional DCT
with PSNR=32.1421 dB, (b) DCT-EZT with PSNR=34.7676 dB



COMMUNICATIONS

DE LA FACULTE DES SCIENCES FACULTY OF SCIENCES
DE L’UNIVERSITE D’ANKARA UNIVERSITY OF ANKARA

Séries A2-A3: Physics, Engineering Physics and Astronomy

INSTRUCTIONS TO CONTRIBUTORS

Communications accepts original research articles and letters to the Editor in various fields of
rescarch in physics, engineering physics and astronomy. Contribution is open to researchers of all
nationalities.

Manuscripts should be written in English. Each paper should be preceded by an abstract in English.
They must be type-writien using a font style and size which is quite legible, double-spaced throughout
with ample margins and single-sided on white A4 standard paper. Manuscripts submitted for publication
should contzin one original and two complete copies; single or incomplete texts will not be accepted and
will not be returned.

After the manuscript has been accepted for publication, i.e., after referee-recommended revisions are
complete, the author will not be permitted to make any new additions to the mammscript.

Attention: before publication the galley proof is always sent to the author for comections. Thus, it
is solely the amthor’s responsibility for any typographical mistakes which occur in their article as it
appears in the journal. Only those mistekes/omissions which occur due to some negligence on our part
during the final printing will be reprinted in a Corrections section of a later issue. However, this does not
include those errors left unnoticed by the author on the galley proofs.

1. Title Page
The title should be short in length but informative. Each title page should contain:

@) Name of the paper, (ii) Complete name(s) of the author(s), (iii) Name and address of the
university, laboratory or institute at which the reseacrh has been carried out.

2. Abstract

Each paper should always be preceded by an abstract. The abstract should be short and self-contained
and all essential points of the paper should be mentioned.

3. Sections and Subsections

Principle sections such as introduction or formulation of the probl hould be bered’
consecutively (1. Introduction, 2. Formulation of the problem, .., etc) Subsections should be
numbered 1.1, 1.2, ..., etc.

4. References

References including comments must be numbered consecutively in order of first appearance in the
text. The reference mumber should be put in brackets [I] where referred to in the text. References
should be listed at the end of the ipt in the bered arder in which they appear in the
text. The method of citation should be as follows:

Articles in Periodicals: (i) Surname(s) of the author(s) with their initial(s), (ii) Title of the periodical
abbreviated according to the “Physics Abstract list of journals”, (i) Volume number, (iv) Year of
publication, (v) Page number,

Example: M. Chen and PM. Zerwas, Phys. Rev. D 12 (1975) 187.



B500KS; () dumame(s) of the author(s) with ther mtal(s), (u) Litle of the book, (iii) Name of the
editor Gf any), (iv) Volume number, (v) Place and year of publication and name of the publisher,
(vi) Page mumber.

Example: A. Arima, Progress in particle and nuclear physics, ed. D. Wilkinson, vol. 1 (Pergamon,
New York, 1978) p. 41.

Theses: (i) Surname and initials of the author, (i) Type of degree (PhD., M.Sc.), (iii) Name and
address of institate where the work has been carried out, (iv) Year.

Example: H. Parker, Ph D Thesis, Department of Physics, Univ. of California, Davis, CA 95616,
USA, 1990.

Footnotes

Footnotes should be avoided if possible, but when necessary, should be short and never contain any
important part of the work and should be numbered ively by sup ipts

Tables and Figures

All illustrations not including tables (photographs and other films, drawings, graphs, etc) must be
labeled a3 “Figure”.

The proper position of each table and figure must be clearly indicated in the paper.

All tables and figures must have a number (Table 1, Figure 1) and a caption or legend. If there is
only one table or figure simply label it “Table” or “Figure™, :

All tables and figures must be numbered consecutively throughout the paper.

All captions and legends must also be double-space typed on a separate sheet and labeled according
to which table or figure they belong,

Dimensions of tables and figores must not exceed 13x16 cm.

Tables must be clearly typed, each on a scparate sheet, and double-spaced. Dimensions including
caption, title, column heads, and footnotes must not exceed 13x16 cm. Tables may be continued onto
another sheet if necessary but dimensions still apply.

Figures must be originals and drawn clearly in Indian ink on white paper or printed on smooth
tracing/drawing paper. Reduced photocopies are not acceptable. Photographs must be clear, black apd
white, and printed on glossy paper.

Appendices

All appendices must be typed on separate shéets and should be numbered consecutively with capital
Roman numerals.

Camputer Disk:

K you are able to initially prepare your mamscript in 2 MS Word Programme (Macintosh or PC)
file including the figures translated into the pichwre environment of Encapsulated PostScript format
(EPS), we advise that you do so. Then, only if and after your manuscript is accepted for publication,
we will ask you to submit a revised disk copy of your manuscript which will enable us to more
efficiently and accurately prepare proofs. (This is not a requirement but is highly encouraged.)

Address:

Texts should be sent to the following address:
ProfDr. Oner CAKAR - Editor, Communications
Ankara Universitesi, Fen Fakiiltesi

06100, Begevier-ANKARA





