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ABSTRACT

Testing for structural change or the Chow Test enjoyed numerous applications since its 
introduction by Chow. There have also been several extentions of this test. One of the more re- 
cent extentions is to the case of structures with unequal disturbance variances. This paper ex- 
tends the computationally sîmple Lagrange Multiplier test of structural change under hetero- 
scedasticity introduced by Erlat to the case of several structures. The result is then used in 
testing the Life-Cycle Hypothesis of saving utilizing household expenditure survey data of 
Ankara.

INTRODUCTION

Testing for structural change or testing for equality between sets
of coefficients in two linear regressions has been tvidely investigated 
and used in econometric research since the celebrated work of Chow 
(1960) and the expository note of Eisher (1970). Chow considered the 
case of two subsamples and also the case where one of the samples 
does not have sufficient observations for estimation. The generalizations
for the multiple subsamples are provided by Dhrymes (1978), Dufour
(1982) and Erlat (1985). Dhrymes considered the case where each 
subsample has sufficient number of observations to allow the separate 
estimation of the coefficients. Dufour and Erlat considered the case 
of insufficient number of observations in some subsamples.
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Part of the maintained hypothesis of the Chow test States that
variances of the error terms of the separate subsamples are equal to
each other. The consequences of violation of this assumption of ho- 
moscedasticity is cxamined by Toyoda (1974) and Schmidt and SickIes 
(1977). If heteroscedasticity of error terms is significant between sub- 
samples, the level of significance and the power of the test tvill be effected.

Toyoda derives the approximate distribution and Schmidt and 
SickIes derive the exact distribution of the test statistic under hete
roscedasticity and both investigate the effect of departures from ho-
moscedasticity on the significance level of the test via sampling ex- 
periments. Their results indicate that when the sample sizes are equal 
the true significance level is somewhat larger than the nominal level for 
large departures from the assumption of homoscedasticity. However, 
when the sample sizes are unequal the true and the nominal levels of 
significance diverge by large amounts in either direction.

Jayatissa (1977), Watt (1979), Tsurumi (1984), Rothenberg (1984), 
Erlat (1984), Honda and Ohtani (1986) and others proposed alternative 
testing procedures for testing structural change under the maintained 
hypothesis of unequal disturbance variances for the case of two sub- 
samples.

This paper shows a simple extention of the Erlat’s (1984) LM 
statistic for testing structural change under heteroscedasticity to the
case of several subsamples and an application. Section II gives an 
overview of the alternative test procedures and the related sampling 
experiments. The extention is shown in section III. The application is 
provided in section IV. Section V conciudes.

AN OVERVIEW OF ALTERNATIVE TESTS

An overview of the alternative tests of structural change in the 
presence of heteroscedasticity is provided in this section. The extent 
of the published work in this area continuing up until recently indi- 
cates that the proposals have been far from satisfactory. The review 
in this section omits the works within the framework of Rayesian analysis 
exemplified by Tsurumi and Sheflin (1985) and others.

The first proposal was by Jayatissa (1977). Jayatissa derives on 
exact test utilizing Hotelling’s T^ - statistic. It has the advantage
of beipg an exact test. However, as discussed by Honda (1982) and
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Tsurumi (1984) it is inefficient, not unique, difficult to compute and 
has low power. The inefficiency and non-uniqueness results from non 
-uniqueness of the orthogonal matrix which decomposes the cross—
product matrices of the explanatory variables, partitioning of the re- 
siduals and an arbitary selection of a minimum numher of observations 
when two sample sizes are unequal.

Watt (1979) introduced a more easUy computed Wald (W) statistic. 
It’s asymptotic distribution is derived by Honda (1982). Ohtani and 
Toyoda (1985a) derived the exact distribution of the Wald test under 
the condition of similarity of the nature of collinearity among the sample
X's, that is, (K'j Kj) X (X'j Xj) where X is a positive scalar.

Sampling experiments are performed by Watt, Honda, and Ohtani
and Toyoda to compare the small sample properties of the Jayatissa’s 
test statistic and that of the Watt’s Wald statistic. These experiments 
favor the Wald statistic över Jayatissa’s for sample sizes of 30 or larger. 
While for small sample sizes (less than 30 and 25 respectively for the 
two subsamples) the conciusions were mixed.*  

Ohtani and Toyoda’s (1985a) sampling experiments show that in small samples Jayatissa 
test is preferable to the Wald test when there is only one regressor. This conciusion reverses as 
the numher of regressors increases.

These indicate that
in small samples Jayatissa test has low power, and the Wald test has 
an upward bias in the true size of the test, that is, the true level of signifi- 
cance is larger than the nominal level of significance. These numerical 
results are confirmed by Honda and Ohtani (1986) who analytically 
show that the true size of the Wald test has a tendency to exceed 
its nominal size in finite samples. Watt had proposed the use of ad hoc 
size corrected critical value. The sampling experiments of Watt, Honda, 
and Ohtani and Toyoda show that the Wald test becomes preferable 
to Jayatissa’s if this size corrected critical value is used.

Goldfeld and Quandt (1978) suggested an asymptotic Chow test.
It is an F-criterion conditional on the least squares estimate of the 
ratio of variances in the two subsamples. It’s small sample properties 
are investigated by Tsurumi and Sheflin (1985) along with another F- 
criterion conditioned on the posterior mean ratio of the Standard de- 
viations of error terms in two subsamples. They found both to perform 
weU and the latter test to be somewhat superior.

The three classical test statistics, the Likelihood Ratio (LR), the 
Wald (W) and the Lagrange Multiplier (LM) statistics for testing 
structural change under heteroscedastoicity were derived independently 

*
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by Rothenberg (1984) and Erlat (1984). Rothenberg (1984) derived 
the asymptotic expansion of the LR, W, and the LM statistics for 
testing structural change under hereroscedasticity and proposed the- 
oretically justified size corrected critical values for each. Ohtani and 
Toyoda (1985b) examine the small sample properties of the size cor
rected LR, W and LM statistics and find that the performances of 
the size corrected W and LM statistics are very good.

Erlat (1984) provides simple expressions for the LR, W and LM 
statistics for testing structural change under heteroscedasticity in 
terms of the sum of squared residuals from the restricted and unrestricted 
estimation of the model under study and proves their asymptotic 
distribution. Computationally, the simplest of the three statistics is 
the LM statistic, as it could be obtained by using OLS estimates of 
the restricted and unrestricted models. He also proposed an LM sta
tistic for the joint test of structural change and unequal variance. This 
too could be based on the OLS estimates of the restricted and the 
unrestricted models involved.

Next section shows an extention of the Erlat’s LM statistic for 
testing structural change under heteroscedasticity to the case of several 
subsamples.

THE MODEL

We consider the following linear regression model: 

y = X/3 + u (1)
Where y is T-vector of observations on the dependent variable,

X is TxK matrix of observations on nonstochastic regressors and has
rank equal to K, (1 is K-vector of coefficients and u is T-vector of dis- 
turbances. No w, we assume m subsamples generated by different 
structures of the above model as follows: 

yi = Xı /3i + uı i = 1, ..., m.

where, yi are Ti x 1, Xı are Tj x K, uı are Ti xl and /îı, are Kxl,

m
i = 1, .. ., m, and E Ti = T.

1 = I

We assume Ti K, i.e. there are sufficient number of observations in 
each subsample to carry out the estimation.
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These m different equations can be combined into a single equation 
by making use of the dummy variables:

y ZS -j- u where, (2)
Z = (X, D2, ... , D„,),

X X1 
X,

Di = 0 S =
<^2

Xnı
Xı 
0

0
so that,

y X^ +
m
S Dj aı + u

1 =

Here, Z is the above defined TxmK matris of regressors, X is 
TxK. The Dj, i = 2, ... , liı are T x K matrices of dummy variables 
with Xı in the position and 0 otherwise. 0 matrices are TıxK. 
S is the mKxl vector of coefficients.

It can be shown that is the K-coefficient vector for the first
subsample, and the aı i = 2, .. m are K-coefficient vectors cor-
responding to the dummy variables reflecting differentials of the (m-1) 
structures from that of the first structure. That is, aj = jSj — i = 2, 
. . ., m.

The hypothesis to be tested can be formulated as:

0
0

Ik
Ik

0 ... 0
0 ... 0

/S

0 ... Ik Km

If we assume that Ui N (0, ct^Iti) then it is well-known that
the Chow test of testing for strnctural change can be carried ont within 
the franıework of dummy variables using the following statistic:

(Sr- Su)/K 
Su/(T-2K) which is distributed as a central-F with K and T-2K

0
0 = 0

0 0 0
o^nı
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degrees of freedom under the null hypothesis. Here, Sr is the sum of 
squared residuals from the restricted model in (1) and Su is the sum of 
squared residuals from the unrestricted model in (2). The maintained 
hypothesis of this test is <7i^ = i = 1, . . ., m.

However, sometimes the model is heteroscedastic, i.e., uj N (O,
<^1^ Iti)’ 1=1, .. m, so that u n (o, V) where, V = diag
• ■ •, Cim and İti are Tj x Tj identity matrices.

Let us first look at the LM-statistic for testing structural change 
under heteroscedasticity. The restricted and the unrestricted models 
given as in (1) and (2) respectively and the disturbances have the above 
variance covariance structure under both null and alternative hy
pothesis.

The general form of the LM-statistic is:

LM = Sb, - Sur (3)

tvhere following the notation of Erlat (1984) and of Breusch (1979), 
is the sum of squared residuals of the restricted model, and Sur 

is the sum of squared residuals of the unrestricted model using the 
restricted model estimates of the disturbance variances.

To apply this to the present case we need to obtain the restricted 
and the unrestricted estimators of 8, and i = 1, . . ., m. First note 
that

?U = (Z'V’Z)’^Z'V’y, 

?UR = (Z'VR“‘Z)^'Z'VR-‘y.

and

Now, we will show that both of these two estimators are identical
to the unnestricted OLS estimator of S given by S (Z' Z)-' Ty.

To show this let us first look at the components of Su, the result will 

also follow for SuR- Note that

Z — (X, D^, Dj,..Dm) —

X,
X3

0 
X, 
o

0 
0 
X 3

o 
o 
o

Xm Xm0o
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(Z'V*Z)  =
S
S, 
s;
S4

S2 
S2 
o 
o

S 
o 
s 
o

J

3

s. 
0 
0 
s

4

4

S.n 
0 
O 
0

Sm o o o Sm

m 
where S = L Si and Sı dİ,-2 (Xı' Xi). The s. Sı and

1 = 1

O’s are each KxK so that the result is a KnıxKın partioned matrix.*  
There are nonzero elements in the first row and the first column. There 
is a diagonal partitioned matrix on the lower right hand side with S^,
• • - Sm
folloving;

on the diagonal. The inverse of this matrix is given by the

(Z'Vu-‘Z)-* =

(Z'Vu-'y)-'

♦

Si
-S 1

-1
-i

-S,-* 1

-Si-'

-Si-'

1

ms
= 1
<^2-^
<^3-'

Si-' 
S/'

s,-'1

dİ

+ Sr‘

Xi' yi

^2' y2
X3' 73

Xın' ym

-Si-'
s:

...-S-
-i 

i... s-1
l-i1

Si

s,-'

+ S3-’ ... s

.... Sfi + S:'m '

For the two, three and four subsamples cases the matrix is given by respectively:

ı;ıl S2
S3

- s
S3

- S3

S3
S3

s.3
0

o s.3

- s
S3
S3

- s.

S3
S3

S3 
o

s

o s.
o 3

o
o

o s4
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And finally:

Su = (Z'Vu-’Z)-’Z'VR-’y = (X\XJ-*X',y,
(X',XJ-ıX\y, - (X\XJ-^X\ y^
(X'3X3)-‘X'3y3 - (X'3X3)-X'3 y^

(X'nıXın) rııym — (X j Xj) ^X , yj

Sm

which are OLS estimates of the unrestricted model. Tilda denotes the 
OLS estimators.

Thus, Su = Su- The same result will also hold for SuR ■with Vr 

since the terms cancel nicely. We thus have, Su = Sur = Su- Then, 
the Sur is given by:

Sur = (y - Z Sur)' Vr ’ (y - Z Sur)
m
S ÛiR

1 = 1
—2 Siu,

This result is obtained since Sur = Su- İR will be obtained as below.İ3-

Now, we obtain the restricted estimators 8r, and Sis,:

8r = Pr 
0

(X'Vr-‘X)-*X'  Vr-1 y
0

0 0

Define Ür = y - X Pr and partition Ûr as Ur ÛlR
Ü2R

; ÛmR
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and SiR
2

İrGIir. We can show that:

= Sffl/Tı i = 1,. (4)
which could be used in the above expression for Sur.

Finally, Sr is obtained as foUows:

Sr = (y—Z Sb)' Vr-^ (y - Z Sr) 
m
2 CTİr“^ SiR

i = 1

(y - X ^r)' VR-^(y-X ^r)

Substituting for diR^ Sir/Ti we have:

m
Sr = s

i = 1

Tl
SiR

SiR —

Hence, Sr = T, Sur = E SiR-1 Sju, substituting these into
the expression for LM in (3) gives the LM statistic for testing structural 
change under heteroscedasticity as follows:

m
LM = T - S SiR Siu. (5)

. m

m
S Ti = T

i = 1

i = 1

Erlat (1984) proves for the case of two subsamples that the above
LM statistic is asymptotically distributed as 
freedom under the null hypothesis.

with K degrees of

This is a rather simple statistic to compute since ali of its com
ponents can be obtained by using OLS as follows: To obtain ct^ir,
estimate the restricted model by OLS and obtain the residuals. Then, 
partitioning the vector of residuals according to the subsamples to 

compute $iR^ using the formula in (4). To obtain Snj, estimate the 
restricted model for each of the subsamples and compute their sum of 
squared residuals. Alternatively, Sur can be obtained directly by the 
OLS estimate of the unrestricted model with the approproiate weight- 
ing of the data by 1 / ctir. This alternative procedure may be easier or
more difficult depending on the computational facüities available.

The next section shows an application.
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APPLICATION

For the purposes of application of the LM statistic given in (5),
for testing structural change under heteroscedasticity we use the
data derived from the household expenditure survey of Ankara. 
The survey was conducted by the State Institute of Statistics 
in 1965 in Ankara municipality boundaries covering ali socio-
economic groups. The information about household
expenditures, demographic and other characteristics were

income, 
collected

by periodic intervietvs with individual households. The survey period 
was one month and the sample size was 494 households. Household 
is defined as the group of people with economic ties living under the 
same shelter. There are both nucleus and extended family types in 
the sample. The administrative units in Ankara were grouped into 
low, middle and high income categories. The systematic multistage
stratified sampling method was used. Saving is obtained as the dif-
ference between total income and total expenditures.

The Life-Cycle-Hypothesis of saving postulates that household 
saving is determined by the position of the household head in the life-
cycle. Accordingiy, saving behavior will vary depending on the age
of the household head. We expect to find significant differences in
the savings of various groups if we group the households according
to the age of the household head. Following functional relationship 
between per capita saving and per capita income is specified:

(S/N)i, «j + (Y/N)ij where,

S = saving, N = household size, Y = income, i = denotes the 
household, j = denotes the age group of the household head. There
are four age categories defined as below. We would like to test for
the structural difference in the saving behaviour of these four age 
groups. Heteroscedasticity is assumed since we have cross-section 
data (for further on this see below). Following computations are carried 
out to obtain the LM in (5):

Age 
20-29 
30-39 
40-49 
50-59
60 + 
Total

Tl
44 

154 
104 
106

86
494

SiR____
1 216 695 
1 073 790 

779 290
1 744 809
1 135 209
5 949 793

g İK
27 652

6 974
7 493

16 461
13 200

^tu
651 362

1 001 310
657 410

1 716 690
1 066 990
5 093 762
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Su S Sıu = 5 093 762
1 = 1

Sr 5 949 793

= 12 044.12

LM = T - S S 
i = 1

^iR Sju = 494 — 440 = 54

The critical value of with 2 degrees of freedom are 5.99 and 
9.21 at 5 and 1 per çent levels of significance respectively. Thus, we 
reject the null hypothesis and conciude that the difference in the saving 
behavior of the four age-groups are significant.

We now test jointly for structural change and heteroscedasticity. 
The relevant LM statistic is given by Erlat (1984). It is the sum of 
the LM statistic for the test of structural change under homoscedas
ticity and the LM statistic for the test of homoscedasticity under the
assumption of no structural change. Hence, the two components
be obtained separately. If the null hypothesis is not rejected then

can
I no

further testing is needed. If the null hypothesis is rejected then the
above two components
rejection. Following is the form ula:

can further be used to identify the source of

Sr - Su

Sr

T-ı
SiR

Sr^
- TlLM = T + T

m 
s

1 = 1

which is distributed as X/ + This is calculated to be:

LM = 71.08 + 114.77 = 185.85

z'

df
1
2
3

- critical values:

5 % 
3.84 
5.99 
7.82

1 %
6.34
9.21

13.28

Thus we reject the null hypothesis of homoscedasticity and no 
structural difference. Examination of the components values and the 
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relevant critical values both provided above indicate that both he
teroscedasticity and structural differences were the reason for this 
rejection.

are
We conciude that the age-groups are heteroscedastic and there 
significant differences in the saving behavior of the various age 

groups defined according to the age of the household head.

CONCLUSION

This paper provides an extention of the Lagrange Multiplier test
of structural change under heteroscedasticity introduced by Erlat 
to the case of several subsamples. This test is computationally rather 
simple as it is possible to obtain ali of its components by ordinary least 
squares estimates of the restricted and the unrestricted models. An 
application of this test is provided to testing Life-Cycle Hypothesis 
of saving. The data used is the result of household expenditure survey 
conducted in the city of Ankara. The test indicated that there are 
significant differences in the saving behavior of the households dif- 
ferentiated by the age of the household head. Further testing indicated 
that both the differences in saving behavior and the heteroscedasticity 
of the subsamples contributed to this finding.
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