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ABSTRACT

In 1932, S. Banach stated that if A is a reversible matrix, then the gystem of equations

0

Yo=4A, )= kgo KXk

has a unique solution given by
x = vl + By,

where B == (b, ) is the unique right inverse of A,
o0 €

By = ( kE by yk) , YEC, Xecp and v = (vn)‘: € l,. In 1953 MacPhail showed that v need
-0 n=o

not belong to I, by giving a simple reversible matrix with v ubounded.

It is the purpose of this paper to extend Banach’s work on c-reversible matrices to bv-re-
versible matrices and construct matrices which are bv-reversible matrices but not c-reversible;
the first one with v bounded and the second one with v unbounled.

Notations: s; ¢; bv; bs; Io; ¢4 3 05 §; 8k; X*
will denote the set of all sequences; convergent sequences; sequences

[«
of bounded variation that is, sequences such that X | xi, 7xg | < ©

k=0
and lim xy exists; bounded series, that is, sequences x such that
koo
n .
sup | X xx | < oo; bounded sequences; convergence domain, that
n>o k=0

is, ¢4 = {xes: Axee}l; 3 = (1,1, ..), 3k = (3n¥) 0 = 0,0,...,0,1,0;...)
X* the continuous dual of X respectively.
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1. INTRODUCTION
1.1 Definition: (Scquence to scquence)

Let A = (apk), n, k = 0, 1,2... be an infinite matrix of complex numbers.
Given a sequence x = (xx)g define
Yo = 2% apgxy,n =012, ., (1.1)
k=0

If the serics (1.1) converges for all n we call the sequence (yn)s the
A — transform of the sequence (xi)3 . If further y, - a asn - oo we say
that (xx), is summable by A to a.

1.2. Definition (X-reversible)

Let X be an FK — space with a Schauder basis. A matrix A = (ank)

is said to be X — reversible if the equation
y = Ax (1.2)

has a unique solution x, xe X4, (where X4 = {xes: Ax = y €X}) for
each yeX.

1.3. Examples (X = ¢ - reversible matrices)
(i) Normal matrix

(ii) Let A = (ay,) be a matrix of the transformation:

n
Yo = X X
k=0
n = 0,12... (1.3)
o0
Yontt = Xppup + 20 2 Xy
k=0
that is,
“10000000 -
11101010
10100000
A= 20212020
10101000 .
40404140 ..
101010100..
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If yeX = ¢ we easily see that x is given by:

Xo o= y0
Xon = ¥Y2n 7 Y2n_2s n21 . (14)
Xt = 20 lim}’n + Yonr1 n>0

n—>oo

From equations (1.4) we see that the right inverse of A denoted by A’
= B is given by

16 60 0000 ...
01 00 0000 .
-16 10 00060 .
A'=B = 00 01 06000 .
00-10 1000.
00 00 0100 .
00 00-1010.

1.4 Theorem (Wilansky)

Let A = (apx) be a c-reversible matrix then ¢, is a Banach space
with norm '

HXH = sup |yn|, yn=An(x) = X ank Xk
n_-o k=0

The most general continuous linear functional f on ¢, is given by

f (X) = ¢ llmy —{— by yktk (15)
k=0 .

0
wherea = F (8) - X F (3%, tx = F (3), t e Iy, f = FoA, Fec*.
k=0

Proof: See [6] page 229,
1.5 Theorem (Wilansky)

Let A = (ayk) be a ¢-reversible matrix then there exists a unique
o

metrix B=A" = (byy) satisfying X |byk| < oo for each n and a
k=0

sequence (vy), such that y=Ax hes for each yec the unique solution x
given by

x = vl 4+ By (L.6)
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where [ = limy, By = < x bnk)Oo
k

=0 n=0
Proof. Sce [6] page 229.
2. Main Results:

2.1 Theorem: The most general continuous linear functional on bv, is
given by:

f(x) = X Xk tk (21)
k=0 .
where t = {(3K), tebs
2.2 Theorem: The most general continuous linear functional on bv is
given by:
fix)=1Ile + Z (xx—1)t (2.2)
k=0

where o = f (8), tx = f (3¥), tebs
The proof of 2.1 and 2.2 are elementary see [3].

2.3. Theorem: If a matrix A = (apx) is c-reversible, then it is bv-rever-
sible.

Proof: The proof follows easily since A is c-reversible, i.e. A is 1-1 and
onto ¢, but bv<c and so A is also 1-1 and onto bv (since bv is a subspace
of ¢) so that for every yebv there exists xe(bv), such that y=Ax and
vice versa hence A: (bv)s — bv is also 1-1 and onto.

2.4. Theorem: Let A be a bv-reversible matrix, then there exists a mat-
rix B = (byy), the right inverse of A satisfying for each n>0

sup | g byk | = My < oo and a sequence v == (vp); such that
m>0 ko
y = Ax has for each yebv the unique solution x given by:

x=vl+ By —1Ii) (2.3)
where I = limy.

Proof: Let f be a continuous linear functional on (bv), and let A: (bv)a —
bv be a reversible matrix, then f = goA for some gebv*
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(bv)A bv

X
F_F
n,
f(x) = g (Ax) = g (y) = a limy+ §' (yn — limyy) tn (2.4)

where tn = g(37), tebs, a=g (3). In particular Py, € (bv)*4 since bv(,)
is an FK-space and therefore we have:

Po(x) =xn =P, () limy + £ (yx—limyx) P'p (3%)
k=0 k> o

where P, = P’y 0A, P'yebv* } (2.5)

o]
Xp = vy limy + X (yx — limyy) tE
k=0 k— o

Where vy = P’j (3) and tﬁ = P’y (3%) = by, that is,

foa}
Xn = vplimy + ¥ (yx — limyg) bpy, that is,
=0 k-

x = vl -+ B (y — I3).

2.5. Theorem: If A is c-reversible and hence bv-reversible, then the
sequence v’ in x=v' [4 B’ (y—I3), where B’ = B, v/, = vi + By (3)
need not be bounded.
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Proof: It is enough to give an example. Consider the transformation

n
Y = L Xy
k=0
n=0,1,2,... . (2.6)
1 o8]
Yone1 = 777 X201 Zox
k=0
i.e.
- 10 00 00 00. -
-11-10-10-10".
A — 10 10 00 0O0.
-10-1%+-10-10.
1o 10 10 060 .
-10-10-1%+-10.
Solving for x we obtain:
Xo = Yo )
X1 =1y + hmY2n
n— oo
Xy = ¥2 — Yo 2.7
Xon = ¥Y2n = Yan-2- ¥-2 :.0
X+t = (0+1) (Yonso + limyyy)

n — oo

From this solution for x we see that B is given by:

-10 000000 ...~
01 00000690 .
B=|-10 100000
060 020000 .
00-101000.
00 000300 .

From (2.7) it is clear that v, = n+-1, which is unbounded as n - co.
Now v'p = vp + Ba (v)

= (n+1) + By (y)
v = (n+1) + (1,1,0,2,0,3,0.4,0,...)
= (2,3,3.6,5,9,7,12,9,11,18,...)
i.e. Vg = 2

vioni1 = 3 (n+1),n
von=2n-+1,n=

which is unbounded.

= 0,1,2... (2.8)
1,2,3....
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We are now in a position to give an example to show that a bv-re-
versible matrix need not be c-reversible.

2.6, Theorem: There exists a matrix which is bv-reversible but not
c-reversible.

Proof: It is encugh to give an example. We know that if A is c-reversible,
i.e A: ¢y — cis 1-1 and onto c, then the unique solution of the equation

y = Ax is given by x = vl - By, where X |byk| < oo for each

k=0
n > 0 sce theorem 1.5. So let us eonsider the matrix A’ = B = (bpy)
given by:

SO O =
O D e
O =t O
]
O =t D
=R
— O
[sehlen Rl

— see 1

o0
This matrix is chosen so that X |bpi | will not exist for at least one
k=0

oL
n. In particular X |byi| does not exist for n = 0 and therefore the
k=0

matrix A if it exists such that AB = I cannot be c-reversible (see theo-
rem 1.5).

To determine the matrix A we row-reduce the matrix below in
echelon form:

-1-11-11-11. 100000 ... "7
0 10 00 0O0. 010000 .

0 01-10 00. 001000 .

0 00 10 00O. 000100 .

0 00 01-10. 000010.
“10600000. 11-10-10-10..."
0100000 . 01 00 00 00.
0010000 . 00 11 00 00.
00010600 . 00 01 00 00.
0000100 . 00 00 11 00.
00000610 000 0 01 00.

Therefore we have:
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11-10-10-10...7
01 00 00 0O .
00 11 00 0O0.
A= 00 01 00 00O .
00 00 11 00.
00 00 01 00.

By straightforward calculations one quickly checks that AB = 1. We
still need to prove that A is bv-icversible i.c. the equation y = Ax has a
unique solution x& (bv)s for each yebv given by:

©
Xo = n§0 (YZn — Yon+ 1)
Xon = Yon+1- 1 = 1:2,--- (29)

X2n+1 - Y2n+]’ n — 09 1525---

where the transformation y = Ax is given by:

S
Yo=1Xo + X — X Xy

k=1
Yon = Xpp —|— Xon+ 1M = 1529--- - (2.10)
Yop+1 = Xopt+ 1o 1 = L2,

We need to show that x, exists, but this is obvious since
0
z (YZn — Yon+ 1)

n=0

is absolutely convergent hence convergent

a3 o0
(since 2 |yn— yori] < foryebv).

n=0

A is clearly 1-1 since Ker (A) = {6}

Now x is uniquely determined for yebv and so A is onto. But A is not

1) )
onto ¢ since if y, = ) , then there is no xee, such that

1 +n
[s0)
y = Axsince X (ypn — Yany1) diverges. Therefore A is bv-rever-
n=o0

sible but net c-reversible.

We now show that vin v = vl + B (y — I3) is bounded for this A.
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Xo = Vo limy + 2 b (YK - limY) = X (YZn —— Y2n+ 1)
k=0 n=o0

0 2]
= vo limy 4 2 (-1)¥ (yx ~limy) = Z (yzn — ¥2n+1)
k=0 n=o
n
Let (-1} = s — sg_, then X (-1)k = sy, 8y, = 1,
k=0
[=e]
Soni1 = 0. We can now write X (-1)k (yx — limy) as:
=0

(sk — sk_1) (yx — limy). Summation by parts gives,

T o=

Lm
N> £k

o N_1
S (D (e —timy) = lim [ S Sy ey, 1) + S (yy —limny) |
k=0 N-co. Lk=o
ie. kzo (D¥ (yx — limy) = kz Soi (Yor — Yox+1) a8 N>oo
k= =0

o0 (XI)+
. Xo = Vo limy + kgo S2ic (Yo — You+1) = IEO (Yo — Yox+1)

= Vo limy = 0 = v, =0

x; = vy limy 4 kE bk (yx — limy) = y,
=0

. e8]
ie.xq = vy limy + kZ (yk — limy) = y since by = 0
=0

fork # 1,b;; = 1 we see that v; = 1. Similarly
vy = 0, vy == 1, ... Therefore v = (v4)§ = (0, 1, 0, 1, 0,...) which is
bounded.

2.7. Theorem: Let A be a bv-reversible matrix which is not e-reversible,
then the sequence vin v = v 4 B (y — I 3) nced not be bounded.

Proof: It is enough to give an example. Consider the transformation gi-
ven by:
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© 1
Yo == Xo + ka ok k-1
— —1)v —_— R >
Yok — ( ) 1+2V Xoy (211)
1 ]
ka+ 1= 2+2k X2kﬁ1 + vi+f 1)\' k-1 1—+2--— sz, kZO
That is,
-~ 110 i 0 _1 0 1 0 1 1 .
4 6 8 10
03 L 0 -1 0 1 0o -1 0 1
3 5 7 9 11
00 1 0 -1 0 1 0 -1 0 1
A= g 5 7 9 I1
00 O L 1 0 -1 0 1 0o -1
4 5 7 9 11
00 0 O _1 0 -1 0 1 0 -1
5 7 9 11
00 0 O 0 i 1 0 -1 0 1
6 7 9 11

A is bv-reversible but not c-reversible. To see this, the unique solu-
tion of the equation y = Ax is given by

Xo=Yo — X (Yox—1— Yor)

k=1

Xk = (2k+1) (yox + Yars1, k=1 (2.12)
Xok1 = 2k (ysx_1 — yax)» k=1

e o}

provided x, exists, that is, X (yox_1 — You)

o0 a B
is convergent, but yebv = X |yk,1 —yk| = X |yx — Y| <o
k=0 k=0

o0 o . e8]
But also 2 |yx —vyir1| = 2 [yoe—Yox+1]| + & [Yor—Yar-1] <
k=0 k=0 k=1
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= _2 Yo — Vop—1]| < =:»k_Z1 (Y25—Y21—1) i8 convergent.

The right inverse of A denoted by B or A’ is given by:
-1 1-11-1...~7

«Q
Clearly AB = I. A c-reversible = X |bpx| < oo for all n,
k=0
=] o]
(bnk) €bs,but X |byk| = oo forn = 0so A is not c-reversible,
k=0 k=0

- :
yec but X (y,_1 — ¥a,) diverges. Since A

n=0

Also yy = (-1)n

1+n ’

is bv-reversible, x, = Vy' I 4+ By (y — 13). In particular we have

xo = Vol + I CE =)
=0
2k Lo
= Vol + lim X (-1)k(yx —I),ie.
: k=00 k=0- o

ki FDE(yrk—H=1lim (yo—D) —(y1 —8 + (yox — Y1)

k-

= (Yo— 1) + k§1 (Y2 — Yox-1)

. ,
Xo= Vol + (yo—1) + k§1 (Yox — Y2x-1) ‘ (2.13)
Comparing (2.13) with

Xo = Yo — k§1 (Y2k—1 — Yax) We get

vol =1 = vy = 1ifl # 0. Next we

have:
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Xp =vil + éo b i (Yk’— )
=vil+2(y1—)—2(,—)
=2(y1—y)=vi=0

V3, V3, V4 ... are obtained in the same way as v, giving

v = (1,0,6,0,10,0,14,0,18, ...), i.e.

Vo = ]. )
Von = 4 nﬂ—Z, n>1,. (2.14)
Voni1l = 09 1120 S

wich is unbounded as n—oo
2.8 Remarks:

(i) If A is c-reversible then it is bv- reversﬂ)lc (see theorem 2.3); its right
inverse need not be its left inverse.
Proof: It is enough to give an example. Let A be the matrix
Fi111 ... -
A= 1011
1001

then A is c-reversible (See [6])

hence bv-reversible. Its right inverse A’ is given by

0 0 00 el
A= 121 070 L.,
0 1-1 90
0 0 1-10
See [5] [6]
AA’ == I.’A the left inverse of A does not exist since if it ex1sted we

would have:

2 by = 1forn=0

k=0
bp=0 «
bpo + by =0 ' = boop = bgy = bo1 = ...

bno’f’bnl ~i‘bnz:o
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o0
contradicting the fact that X by = 1 for n=0 so that 'AA # I
if ‘A exists and hence ‘A% A’
(ii) If a matrix A has a two-sided inverse A-1, then it need not be c-re-
versible
Proof. It is enough to give an example. Let A be the matrix

-1 2 000 ...~
A= 0-1 200 ...
0 0-120 ...

e Tee e

then A-1 the inverse of A is given by.

--1-24-8-16 ...~
A_lz 0 1 2 4 8 “ e
0 0-1-2 4

.. s e e e

. . . 1 o
Now A; cs — ¢ is not 1-1 since it transforms both v and (2—n) to
0o

0 so it is not 1-1 and onto bv either. Hence A is not c-reversible, it is not
bv-reversible. See also [5].
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