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ABSTRACT

The ln norm, lp operator norm and mixed lnq norm of an mxn complex matrix 4 =

are given by

m n \
Alp=(E £ e )

J

-

and

| Alip = max{| dx| ,: xeCn,| x|, = 1}
and

;Auq=§ §1<éilwﬂ”)qﬁgwq

1=

(aij)

respectively [2]. In this study we investigated the relations between lp norms for matrices and

we obtained some results.

STATEMENTS OF MAIN RESULTS

Lemma 1. [1] Let p, q satisfy 1 < p, q < oo. Then for all xeCn.

[x [p < 2pgln) [x g

where

P =q
nP o 4.p<q

1)

Theorem 1. Let A be nxn any complex matrix and let x be an

n-vector satisfying |x |q = 1. Then for 1 < p,q <
[A lp < &pa(n) A [o

where
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Proof: Let us denote with a,, as,..., an the columns of matrix
A. Then by the definition of 1, matrix norm, we write
[A Ip = [(Tag]lplazlps.--o]an| p)lp-
On the other hand, from Lemma 1 and since
aj =Ae; j=12,...,n

(where e; is a suitable member of the standard basis of C".) we have

| A |p < | (hpa(n) a5 | g> Apa(n) [ @2] qo-- -2 2pa(m) | anf g) Ip
= pa(n) | (1 ayla- |a2]gs--+» lanla)lp
=2pq () | (| Aey g, | Aeplgs---» | Aenlg)lp

< Npg (n) max | Aejlql (1, 1,..., 1) Ip
1<j<n

L
=2pq (n) n P max | Aejlq
l<j<n

L
=g () n P | A |q
Whereas if we consider the definition of A¢(n) in Lemma 1, then

L
v

1
for p=q, since Apg(n)=1 in this case 2py(n). n is equol to n P,

1 1 1

-

Again for p < q since Apg(n) = n ¥ @, then Apg(n). n P
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2 .1
is equal to n P a

Thus the theorem is proved.

Theorem 2. Let A be any nxn complex matrix. Then for 1 <p
<g= o

-0
[Alp < n P4 A g
Proof: Let z be an n—vector satisfying

fz lp =1, Az |y = [|A [p.

Denoting s = z we have |s|q = 1. Hence using Lemma 1 we
find L2 la
L L
A =1Az]p <n? 4 [Az |q
9-p

=mn P [As|qlzlq

IA
B
o]
=)

[ As fq |2 Ip

= n Pe |As|q

A
=
k=]
)

"max | As |q
Islg =1

=mn P IA fo

Thus the proof is completed.

Theorem 3. Let A be nxn any complex matrix. Then for
l1<gq<p<

[A o < A fo
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Proof: From Lemma 1, for 1 << q < p < o since
| Az |p < | Az |q
Therefore the proof is immediately seen.

Theorem 4. Let A be any nxn complex matrix. Then for
1<p g ‘

1
[Alp < nP |A g

Proof: Let us take B = AE where E is nxn identity matrix.
Thus from the product of matrices we have

n
B — (by) = (kz eikakj>.

=1

On the other hand using Holder’s inequality with ——;~ + '—(li—a =1,
we write
) i 1
3 : 3 Py & 474
|by| = | % eikﬁkjl£§ Z | eix| 2 ? Z akj'i%
k=1 { k=t k=1

Thus we obtain

‘biilp:\%eikakj\pg(g leiklp) (211: lakj‘.q)
k== k

k=
Consequently, we find
n

p
[Bp = X [by P

1j=1

n n n T
< X (Z 1eiklp) (2 lakjl;q)
ij=1 k=1 k=1
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Whereas since |B |, = | A |p, we write

1

——

P
lAp<n FA [qp-
So the theorem is proved.
Theorem 5. Let A = (aj;) be nxn complex matrix. Then forp > 1

n
A} <X

i,i=1

B by | PR Cy ¥
0

-
| Mo

where A =B +iC and k =90, 1,..., p.

Proof: We know that every complex matrix A can be written in
the following form:

A =8B +41iC or for all 1 <1,j < n, aj; = by; I+ icy.
On the other hand, since
tay | < by |+ [eyl,
for p > 1 we have
lay | P < (Iby|+ |ey])r
By Binominal expanded, we obtain

(Ibij| +ley )P = @) [ by [®+ (}) by [P71 ey | +...+F) | eulP

p
= 2 (R by P ey -
=0
Therefore we get

[A |y =2 Jayl =2 (Ibyl+ feyl)?

Brj=1 s)=1

(R by [P ey | X

and so the theorem is proved.
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