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ABSTRACT

In this paper we have shown that Zhong’s inverse theorem is also true for any square
matrix. We gave three definitions and obtained two theorems using these definitions.

1. INTRODUCTION
Xu Zhong gave the following theorem and lemma for the inverses
of quasi-Hessenberg matrices in [1]:

Theorem 1. Let
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Lemma 1. Let the matrix A as in (1) satisfy b,...by % 0. Then
A is nonsingular if and only if

detD £ 0
where
Tayy 4 xTa by 4 xTBT Tay + yTu by 4 yTvT
N _an; + yTo any + yTB_ B _apy + 8Tu apy - 8Tv_ W
such that
u =-T"1a v =-T"18, xT = - yTT-1, yT = - 5TT-1L (5)
Proof: From the relation
1 xT 0qlay b, ™|l 0 Iy dgp 0”
0 I, 0 ® B T ’ = 0 T\ (6
0 yT 1 _apn; ang OF _?1 i In_o_ dy; dyp O
we get

detA = (-1) 12 detT. detD.
where dyj are the elements of the matrix D in (4) fori, j = 1, 2. Thus

detA £ 0 < detD £ 0.
If follows from (6) that
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2. INVERSE OF ANY SQUARE MATRIX

Theorem 2. Let A be nXn square matrix. Assume that the matrix
A is partitioned in (1). If the matrix A is nonsingular, then the inverse
A-1 of A satisfy the formulea (3).

Proof: First of all, we must show that the matrix A satisfy the
formulea (6). If D is selected as in (4), then the formulea (6) is easily
written. Therefore, Lemma 1 is true for the matrix A. Hence if the
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matrix A is nonsingular, then the matrix D is nonsingular. If the
inverse of two side of the formulea (6) is calculated, then it is obtained
the formulea (7). Let ‘ '

Tmyy mys

D1 =
My Mgy
It is easily verified that
I7dyy djp 071 myy myy
0 T = 0
dyy dyy 0 moy myy
» _ _ T-1 _
—0 (U “my, mys "~
0 4 0
10 0 : Mmooy mys
0 T-1 0© 00 0

Substituting this formulea in (7) gives (3). Thus the proof of Theorem 2
is completed.

Definition 1. Let the matrix A be a square matrix. The matrix
A is called an lower almost Hessenberg matrix (transposed matrix
AT is an upper almost Hessenberg matrix) if the elements aj; of A
are zero except for the unique ay; where j-i>2, 1 <r<mn-2
and r + 2 < s < n.

Definition 2. Let the matrix A be a square matrix. The matrix
A is called an almost tridiagonal matrix if the elements aj; of A are
zero except for the unique ays and agy where [i-j] > 1, 1 <r <n-2
and r - 2 < s < n..

Definition 3. Let the matrix A be a square matrix. The matrix
A is called an almost lower (almost upper) triangular matrix if the
elements ajj (aj;) of A are zero except for the unique where j—i > 1,
l<r<n-landr-+1<s<n.

Theorem 3. Suppose that the matrix A is an almost lower Hes-
senberg matrix such that A is nonsingular and the element aj, i,
i i
of A is nonzero for 1 < i < n-2. Then the minors A (i+19 ip2/ of the
matrix A are nonzero if and only if the inverse A~1 of A is written as
3) fori =2,3,..., n-2.
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Proof: We must show that there exist the inverses T—1 and D-!

v 141
of T and D respectively. Let the minors A (1+1, 1:,,) be nonzero for

i=2,3,...,n-2. Then

Tag, 0 .. 0 0 0 0 ... 0

as; Ay ... 0 0 0 0 ... 0

= ajy ajy PP £ Ajs joq ai, j12 0 ... 0

Qi3 Biggs 4 -0 Aipp i Bippp i Appiv2 0 - 0
~4n.1>3 dn_goq4 - A i Anpripyr Puopoip 3 An_grigd v Bnofep

Since the matrix T is an almost lower triangular matrix, we have

aort = a (o),

i‘

s i1
Since A (H 25 1+7) are nonzcero from hypothesis, detT 7 0. Hence
there exist T-1. Therefore A is nonsingular. Hence there exist D!
form Lemma 1. Thus A~! is writiten os in the form (3).

Let A71 be wriiten as ia the form (3). Then, there exist D71
and T—!. Since there exist T~1, detT =4 0 and since

i iy

detT = ][ A (1, 1 142

s I+t .
and aj, 5 7 0, the minors A (1+1’ iy 2) of A are nenzero. The proof of
Theorem 3 is completed.

Corellary 1. By taking the transpose, we see that similar theorem
holds for an almost upper Hessenberg matrix.

Theorem 4. Let the matrix A be an almost tridiagonal matrix

s 41
such that aj, ;.9 %4 0 for 1 <<i << n-2. the minors A (Ul, in2 )of A
are nonzero if and only if A-1 is written as in (3) for i =2, L.

P

Proof is obvious from the proof of Theorem 3.
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