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ABSTRACT

In general it is impossible to obtain analytical expressions for the renewal function 
M(t) and the variance function V(t) in renewal processes. Existence of bounds for M(t) and 
V(t) is of great value, In this study some linear bounds for the variance function are 
considered.

1. INTRODUCTION

Let (X) „ n'n=12,... be a sequence of independent and identically
distributed nonnegative random variables representing the successive 
lifetimes with distribution function F. Assume that F has positive mean |L
(F(0) < 1) and fınite variance 0^. For 
n=l,2,...

0 and Sn
= X +...+X , 

1 n

N(t) = sup{n: S < t} , t > 0 n

İS the number of renewals up to time t.

The mean value function (renewal function) of the renewal process 
{N(t), t > 0} is

oo

M(t) = E(N(t)) = P(S„ < t) = Z F"*(t) , t > 0, 
n=l “ 11=1 (1)

«n*where F is the n-fold Stieltjes convolution of F.

It is well known that the rcnewal function M(t) satisfies the integral 
equation (renewal equation)

t f
M(t) = F(t) + M(t - X) dF(x) , t > 0 . (2)
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For the renewal function M(t), an asymptotic expression is
2 2

- jr) = g - U 

2g
(3)

where F is assumed to be nonarithmetic [6],

Consider the renewal equation (2) for the renewal function M(t). Let 
the distribution function F be absolutely continuous. Starting with any 
arbitrary bounded function M^(t), let,

t

= F(t) + M^(t - X) dF(x) , k = 12,... . (4)

Xie [7] has proved that for ali t such that F(t) < 1, M^(t) converges
pointwise to M(t) as k
the convergence of M^(t) as k -> 
t < T, M^(t) satisfies

oo, Further, if MJt) < M^(t) for ali t < T then
oo is monotone, that is, for ali k and

Mj(t) < ... < M^(t) <...<M(t). (5)

If Mj(t) > M^(t) for ali t < T then the inequalities in (5) are reversed 
[7].

The variance function of the renewal process {N(t), t > 0} is

V(t) = E(N^(t))-M2(t) = M(t)(l-M(t)) + 2M*M(t) , t > 0, (6)
t

whcre M*M(t) = M(t - x) dM(x) .

o

It can be shown that the variance function V(t) satisfies the integral 
equation

t
2 2 I

V(t) = M(t) + M*F(t) - M (t) + M *F(t) + j V(t - x) dF(x) , t > 0, 

o
see Aydoğdu [1].

Two asymptotic results for the variance function V(t) are as follows 
[6].
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2
r V(t) O lim —= —
t-4«»

provided o < oo, and
2

İm (V(t) - t) =
İl

12 (8)

provided = E(X - g)^<oo and it is assumed that for some n > 1, F"* 

possesses a nonnuU absolutely continuous component. Of course, in 
practical applications it is usually dealt with a totally absolutely 
continuous F and these technical assumptions present no obstacle.

When the distribution function F is the exponential distribution with
scale parameter X > 0, that is, F(t) = 1 e t > 0, the renewal
function M(t) and the variance function V(t) corresponding to this 
distribution are respectively

M(t) = Ât , t > 0

and

V(t) = Ât , t > 0. (9)

In general it is impossible to obtain analytical expressions for the 
renewal function M(t) and the variance function V(t), In such a case 
existence of bunds for M(t) and V(t) is of great value. In section 2, some 
bounds for M(t) obtained by Marshall [5], Barlow and Proschan [2], 
Brown [4] and Xie [7] will be briefly reminded. In section 3, at first 
some bounds for V(t) dependent on M(t) and next linear bounds in the 
form of at + b wiU be given.

2. SOME BOUNDS FOR THE RENEWAL FUNCTİON

From (1) or the renewal equation (2) it is easily seen that

F(t) < M(t) < F(t)
1 - F(t) (10)

t 3
11

4g 3g

, t > 0.

Marshall [5] gives the following linear bounds,
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Xt + b < M(t) < , t > 0 (11)

where

A = 1
|d

b = inf> ÛO
F(t) - F (t) 

F(t) (12)

b = sup
F(t) - F (t) 

F(t)
(13)

F(t) = 1 - F(t)
t

and F (t) = J- F(x) dx is the equilibrium (or excess) distribution function.

fft)If F has a density f and r(t) = being the failure rate function 
F(t)

corresponding to F, for a < r(t) < Ş (a > 0, P > 0), Barlow and
Proschan [2] shows that

Kt + Â/p - 1 < M(t) < It + A/a - 1.

Xie [7] gives some bounds related to F such as, if b < 0 then for 
ali t > 0

F(x) dx ! F(t) > -1-^ l’ => M(t) > At + b

t
and if b > 0 then for ali t > 0

F(x) dx ! F(t) < 1 l’ => M(t) < At + b, 
‘K

t

where F(x) dx ! F(t) is the mean residual life at time t.

t
From the above results it is easily seen that a sufficient condition for

M(t) not to cross the asymptote t/g + (ci^ - g2)/2g^ in (3) is that
2 2

g + OF(x) dx ! F(t) > (<) for ali t > 0,

t
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İf O/g < (>) 1, [7],

Finally let us remind some bounds obtained by Brown [4].

If F is an increasing mean residual life (IMRL) distribution function
= E(X‘^^2) <and g, , ^k+2 oo for an integer k > 0 then

-L + - tnin c.t' < M(t) < -i- +
OSİSk I g

2 2
a - g

2
2g

where c^ = - (F(O)f and

2g
oo

o < c. = -i i-l u (M(u) - u/g - g2/2g + 1) du

o
oo

u d(M(u) - (u - g)/g) < OO

2
q - F

1

2

, i =

o

The term c is a function of g....... g„, i = which can be1 *^11+2
recursively computed as

M
= [Mî+2/(i+l)(i+2)g^] - [g2gi^j/2(i+l)g’] - g~'i!Z (c/s!)g.^j7(i+l-s)! , i=l,...Jc .

3. SOME BOUNDS FOR THE VARİANCE FUNCTİON

From the expression (6) for V(t) it follows that

M(t) - M^(t) < V(t) < M(t) + M^Ct) , t > 0

because 0 < M*M(t) < M^(t).

We now give some linear bounds in the form of at + b for the 
variance function V(t).

Theorem 1.

(i) Let ® - g and b (b > 0) be a constant such that I [F(x)ZF(t)]dx

t
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~ ali t > 0, then

V(t) < at + b

if M(t) İS superadditive. oo

(ii) Let a < J- and b (b < 0) be a constant such that i [F(x)/F(t)]dx 
> l±b foj- ajı t >%, then j

fi!

V(t) > at + b

if M(t) is subadditive.

Proof (i). Let M^(t) = at + b in (4). Then 
t

M^Ct) = F(t) + j M^(t - x) dF(x)

= F(t) + (fi!t - öx + b) dF(x)

= F(t) + fiitF(t) + bF(t) - fi! X dF(x)

Since

t
= F(t) + bF(t) + a F(x) dx.

F(x) dx = F(x) dx + t - |1 , F(x) dx < F(t)

o 
t

o
t

o

t

t
o

we can obtain

M^a) = F(t) + bF(t) + a F(x) dx + fiit - fijp.

t
< F(t) + bF(t) + (l+b)F(t) + at - 1 

= at + b
= M (t).1

Hence, it follows from (5) that M(t) < at + b. So, considering the 
follovving result
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M(t) is superadditive (subadditive) V(t) < (>) M(t) (14)

by Barlow and Proschan [3], the proof of (i) is completed. The proof of 
(ii) can be easily obtained by reversing the inequalities.

The variance function V(t) does not cross the asymptotic lines in (7) 
and (8). We express these results respectively in the following coroUaries.

Corollary 1.1. If o / g > (<) 1 such that
3

-
I [F(x) / F(t)] dx 

t a1
a

and M(t) is superadditive (subadditive) for ali t > 0 then V(t) < (>) — t.

4
Corollary 1.2. If a / g > (<) 1 and —-------- (â)

3g 4g
such that

3g
^2

f [F(x) ! F(t)] dx < (>) ~

12a 4g
M(t)LF(x) ! F(t)J dx < (>) ---------j—2. + ----- and

/ 12a 4g
a 

(subadditive) for ali t > 0 then V(t) < (>) — t + —-

is superadditive

(i 411 3g' 12

It is known that if F is a new better than used (NBU) distribution 
function then M(t) is superadditive and if F is a new worse than used 
(NWU) distribution function then M(t) is subadditive (Barlow and 
Proschan [3]). Then, by choosing a = 1/g and b = 0 in Theorem 1 we 
obtain the following result.

Corollary 1.3. F is NBU (NWU) => V{t) < (>) .

Consider a renewal process {N(t), t > 0} whose interrenewal times 
have the exponential distribution. Since the exponential distribution 
function is both NBU and NWU, from Corollary 1.3 we have again the 
well known result (9), V(t) = t/g, t > 0.

Furthermore easily obtain the following expressions from Corollary 

1.3. For 2. > (<) 1,
2

F İS NBU (NWU) => V(t) < (>) — t
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4
and for > (<) l .and < (>) ,

3p' 4g' 12

F is NBU (NWU) => V(t) < (>) ^ t +

4g
- + 

3 
3pı 12

1

Using Theorem 3.17 of Barlow and Proschan [3, p. 173] it can be 
obtained that

F is NBUE(NWUE) E(N\t)) < (>) E
s=0

kz .s(t/g) -t4ı " c
s!

(15)

see Barlow and Proschan [3] for NBUE (NWUE) distributions. Choosing
2

k = 2 in (15) we have E(N2(t)) < (>) JL + -î_ . Then it foUows

immediately from the definition of V(t) that

F is NBUE (NWUE) => V(t) < (>) —
İl

İl

2

2
İi

(16)
t

S

, k= U,...,

2
+ - M (t).

From (11) and (16) we sec that

F is NBUE => V(t) <
1 - 2b]

İT” (17)t - bı|X

and

F is NWUE => V(t) >
1 - 2b ______ i

11
(18)

Theorem 2.

u 2
t - b u , t > 0.

(i) If bj > 0 then
l+4b,-2b____ 1 1 2 2

t + bı + 2bj-b^<V(t)<
l-2b,+4b

t + b + 2b 
U I

, t>0.u i u 2 
( u

(ii) If bj <0 then

V(t)>
l+4b,-2b1 u

11
t + b, + 2b,b - b 1 1 u 1 , t>0.1 u

1
I u

(İÜ) If b] < 0 and b^ 0 then

V(t)<
l-2b.+4b

t + b + 2b - b, u u 1 , t>-bjg.1 u 1 2

11
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(iv) If b^ < O and b < O then

V(t)<
l-2b,+4b

u 
2

t + b + 2b,b - b, u 1 u 1

Proof (i). Let b^ > 0. Then b > 0. From (11) bjM(t) > bj(At + bp 
and b M(t) < b (At + b ). Thus, u u u

V(t) = M(t) - M^Ct) + 2M*M(t)

2
A.t + b^ — (A-t + bj) + 2

t
j" [A(t - x) + bJ dM(x)

t
2 f

(At + bj) + 2AtM(t) + 2b^M(t) - 2AtM(t) + M(x) dx

o

Ât + bu
2 f

(Ât + bp + 2b^(Ât + b^) + 2^ (Âx + b^) dx

1 - 2b, + 4b _______ 1______i 2 
'1

and similarly

V(t)>
l+4b,-2b____ 1 u

u
t + b, + 2b, - b . 1 1 u

1 u

o

, t^-bjg.

= Ât + b — u

» 2
Ji- t + b + 2b - b,u u

t

o

2 2

(il) . Let bj < 0. Then bjM(t) > b^(At + b^). Thus, 

V(t) = M(t) - M\t) + 2M*M(t)
t

2 I
> Ât + b^ - (Ât + bj + 2bıM(t) + 2Â M(x) dx

o
2 2 2

At + b^ — (At + b^) + 2bj(At + b^) + 2Ab^t 4- A t

- 2bu_ + '^’’ı
M

2
t + b + 2b. b — b 1 1 u u

(ili) . Let b^ < O and b > 0. Then M^(t) > (At + bp^, t > -b^p. and 
b^M(t) < b^(At + b^). Thus,

V(t) = M(t) - M2(t) + 2M*M(t)
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t

< + bu
2 f

(Ât + bj) + 2b^M(t) + n. M(x) dx

o
2 2 2

< + b — (Kt + b ) + 2b (X-t + b ) + 2Xb t + X tu r y u

1 - 2b, + 4b_______ 1______u
F

2
t + b + 2b u u

1
■

(İv). When b^ < 0 and b^ 0 the proof is similar to (iii).

As a simple cxample let us consider the distribution function

0 , t < 0

F(t) = U t

l-2e*'
1 7

, 0 < t < 1

t >1

by Marshall [5] for interrenewal times. Here b = -0.14 and b^ = 0.08. 
Marshall has given the following inequality for the renewal function M(t).

1.076t - 0.14 < M(t) < 1.076t + 0.08 , t > 0.

We obtain from Theorem 2 (ii) that,

V(t) > O.3O128t - 0.1688 , t > 0 

and from (iii)

V(t) < 1.7216t + , t > 0.1301.

Corollary 2.1.

(i) If F is NBUE then

V(t)>
1 + 4b, - 2b_______ 1_____ u t + b, + 2b,b - b , t > 01 1 u u ’ (19)

2

and

V(t)<
1 - 2b, - 4b______ 1_____ u 2

t + b + 2b,b -b, , t>-b,u. u 1 u 1 1*^ (20)

(ii) If F is NWUE then

l+4b-2b
t + b, +2b, -b <V(t)< 1 1 u '

l-2bj+4b 
ğ

t + b + 2b - b, u u 1 , t>0. (21)u 2 2 u 2 2
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Proof (i). Let F be NBUE. Then from (12) and (13) b^ < 0 and 
b^ < 0. The proof is completed from Theorem 2 (ii) and (iv).

(ü). Let F be NWUE. Then from (12) and (13) b^ > 0 and b^ > 0. 
The proof is completed from Theorem 2 (i).

When F is NBUE then
l-2bj 

İi
t-b;> l-2b,+4b____ I u

M

2
t + b +2b,b -b, u 1 u 1

because in this case b < 0 and 4b Ât + b + 2b b < 0 for t > -b p. u u u 1 u 1
l+4b,-2b 1 2 l-2b

When F is NWUE then ------ î---- t + b, + 2b, - b„ > —
l+4b,-2b
_______ 1 13

11
t + b, + 2b, - b > 1 1 u

2
t - b because u

in this case b > 0 and 4b Ât + b + 2b > o for t > 0. Thus the linear
bounds given in (20) and (21) are better than (17) and (18).

Let us consider a renewal process with interrenewal times distribution 
given by the follovving failure rate function.

ı(x) =
fi
2 '
i
l3 '

X > 1.

Clearly F is DFR. At the same time F is IMRL and NWUE. Now

= 0 and b = r (0) / lim r (t) - 1, where u e t—>öö ®

r/t) = 1 / j [F(x) ! F(t)] dx 

t

' 1
2 +
i
3

r^(0) = 0.3837 and lim r^(t) = giving b^ = 0.1510, from (11) we can 

write

O.3837t < M(t) < O.3837t + 0.1510 , t > 0

and from (21)

0.2678t - 0.0228 < V(t) < 0.6153t + 0.1965 , t > 0.

”1

u

1 1 1 1

0 < X < 1

, o < t < 1

, t > 1.
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