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ABSTRACT

The spectral decomposition of the variance-covariance matrix for a balanced mixed analysis of
variance model is presented. The model consists of crossed and/or nested factors with either replicated or
nonreplicated.

1. INTRODUCTION

The spectral decomposition of a variance-covariance matrix (dispersion matrix)
V is useful for finding its powers V% where o is any real number. In particular,
a=~1, V'is useful for estimation or a=-1, V'? is useful for the
transforming a linear model to a model with i.i.d. error terms.

The problem has been discussed before by Searle and Henderson [1] and
Wansbeek and Kapteyn [2]. In both studies, it is supposed that the form of the
spectral decomposition of V is of the same form of V. Then they obtained
idempotent matrices in the spectral decomposition of V by equating V and its
assumed spectral decomposition.

However our solution is based on deriving an idempotent matrix from
eigenvectors for the corresponding eigenvalue in the spectral decomposition of V
without assuming any form of the spectral decomposition of V.

2. THE DISPERSION MATRIX

The variance-covariance matrix V for a balanced k-factor mixed analysis of
variance model is of the following structure

V=Y 1,Ny ¢))
d
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where d is a k-vector of zeros and ones. The summation is taken over 2¥ -elements.
The A4 are nonnegative parameters. Let d = (i,,i,,...,i; ) with i, or 1 for=1,2. k.
Then the matrix Ng in (1) are defined as
Ng =3 ®J2 @. 0¥}

with J? =1, where J, and I, are respectively a matrix of ones and an identity
matrix of order n, for r=1,2,.._k, the symbol ® denotes the Kronecker product of
malﬂcﬁlse full rank of (1), leading that all eigenvalues of (1) are nonzero, is provided
by Ny oo =15 where I, , is an identity matrix of order Hf:rn, . A linear
space generated by the columns of (1) is the sum of linear subspaces generated by
the columns of 2* matrices of order I_[;n, given by I, . Nog o1,--Nip_11 and
then is spanned by the set of basis I;, .Ngy g1, Nq1_11- However the basis for any
Nj;, ;, are the linear combination of the basis for I, , . Asa result, a linear space

generated by the colummns of (1) is spanned by the set of basis for I, .

3. THE SPECTRAL DECOMPOSHTION
Let t,t;,..t, be denoted by t with t =0 or 1. The 2* (possibly) distinct

eigenvalues of (1) given by [1] are:
b= S @

with multiplicity Hf=1 (o, - and where x:; is the eigenvalue of the matrix Jir
given by

i
X! =
i

0 if t,=0
n if ;=1
with multiplicity (n, -1)'"* if i, =1. xit‘r =1 for t, = 0] with multiplicity n, if i,=0.

An eigenvector v, for x¥ will be:

Eax k=12..n,-1 if t, =0
vy, = 3)
1, it 1, =1

and g“rl’Enr2""’€nrnr"1’Ti—-1" is an orthonormal set, 1,isa n, x1 vector of ones.
T

Let
V=V, Oy, @ .Bv, . “@)
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Then v, is an eigenvector for ¢, in (2) since Jirv, = Xy

v, and
Ngve = (I} @2 ® . @ JF Xv, ®V,, ®..0v,)
=Ji1vtl @J?vt2 ®...®Jik“vt];

=x 1vtl ®x?

5 t2vt2® ®x vtk-(x xiZ .:‘l‘()(vtx®v‘2®...®vtk).

1oty

Consequently,

Vys = Zldevt =gy .
d

Let P =v, v forr=12,. .k where v, in(3) is an eigenvector of Jir and
M, = vyv; where v, in (4) is an eigenvector of (1). Then both P, and M are
idempotent matrices and the speciral decomposition of (1) is:

V=3 oM,
t
where
M, =P, ®P, ®. QP 6))
with
u ~1
an s =0
B = l ©)
L, if t,=1

cngider & matrix I, +J, having cigenvalues 1 with multiplicity n, -1 and
T+n, and ihe respective orthonormal eigenvectors & 4, £=12,...n,~1 for 1 and

i1, , . Then the spectral decomposition of I, +J; is:

-1
IL+3, = zgnrgs' l+(l+n,)— D

Using (7),(6) can be rewritten as:
I, -nlr.rt if t,=0
P, - ®)
—anJ, if t =t
where the rank of P, is (n, ~1)'""r . From (5) with (8), it can be seen that M, has
rank 3 (ny ~1)'™ and MM,. =0 for £ = ¢*.

Consider a mixed modcl representing an experiment that is replicated ny-times. (1)
can be rewritten as
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V=2oo.00Ly + D AaNg - 9
d
since oo is positive and Ay, 4 o i zero for at least one of nonzero t. where

=12, k-1. Here d=(ii;.iy;) with i=0 for r=0,1,.. k-1, the summation on the
right hand side of (9) is taken over 2*"-elements and
Ng=J)®J}®. . ®J] ®J,.
It follows that (2) can be:
be = hao..o0 3 axiix? xiohn (10)
d

From (10), $y5,.., 0 =00, g0 With multiplicity
1

(=) Y H(n —1)‘“"—(nk—1)Hn

tity.. by 1—-0 r=1
So 2 -eigenvalues of (9) are the same and equal to the smallest eigenvalue Ay oo -
The corresponding idempotent matrix for 1q g, Will be

My 8 - -J0)

. k-1 .
where a matrix M, of order [ [ " n, is:

1
M= YP 9P 8.8F ,

gty =0 -
with
1
rank(My )= Y rank(P, Jrank(R,, ). rank(R,, ;)

1112...11(_1:0

1 k-1
- Y oo =I] Yoo ‘H“
fHty. by =0 =1 =1 =0

Then My; is an identity matrix since the full rank idempotent matrix is unique and
equal to-an identity matrix.
The eigenvalue of (9) is of the form

gl ke ;
‘h,tz ey = Pttty 5 Moo..0o + 0k Z}“dxtlxtz X (11

Then the spectral -decomposition of (9) accordmg to 2'+1 (possibly) distinct
- eigenvalues of (9}is:
V =2%00..00 Iz x 1 ® Uy —n‘—ka)

1
+ z ¢:1t2...tk__}Pll ®l‘t2 ®..OF

t—1
ity .ty -1

oLy, (12)
ny



SPECTRAL DECOMPOSITION OF DISPERSION MATRIX 121

where Ij» 1 is an identity matrix of order ::n, and P, isin (8).

4. CONCLUDING REMARKS
The spectral decomposition of V provides easily the computation of V* for any real
o since
V=3 0eM,
t

where ¢, and M, are defined in (2) and (5) respectively.
The nonnegative parameters A, in (1) correspond to variance components.

From (2), the ecigenvalues of the variance-covariance matrix is the linear
combination of variance components. It is not necessary to recompute the spectral
decomposition of V* where a new variance-covariance matrix V* is obtained by
removing some Ay ’s from V. It can be obtained by removing the corresponding

hq’s from the spectral decomposition of V.

A half number of cigenvalues of V are same and equal to the smallest
eigenvalue when there is a replication. In this case, the summations in both (11) and
(12) are taken over 2", instead of 2. This facilitates the computation of the spectral
decomposition of V.

5. AN EXAMPLE
Consider the two-way random effect model Yk = B+ay+bi+og ey, i=12,.m,

j=12...n,, k =12,...,n; where
a; ~ N(0,62), b; ~ N(0,063), ¢ ~ N(0,62), e ~ N(0,02)
and they are independent. The variance-covariance matrix for this medel is:
V=0lL®J,8J,001J,8L ®J, 8¢ L LR, ®c L ®L

where I, and J, for =1,2,3 are @ n, xn, identity matrix and a », xn, mairix of ones
respectively.

Define gy =02, hog; =02, o1y =02, g =02 and the other A4’s are zero.
The 2’ eigenvalues of V are:

Duytats = é ;“ilizisxitllxitixiti
ijigiz =0
=hg00 +Ao01X¢y +Ro11Xey Xty +A101%e Xy

where x; =0 if t, =0,x,_ =n, if t, =1 forr=1,2,3. Then
$000 = Po10 = $100 = 110 = 2000 » Poo1 = Aooo + 13101 -$011 = Aooo +13ho0r + 203 011>
9101 = Ao +Bzhoos +0yN3dior, dyyy = Aooo F Dakoor +0y03dyg; +1y03Rey -

The spectral decomposition of V is:
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1 1

V=000 I12 @3 ——J3) + 9o L O L, ® —J3
n3 n3

1 1 1

+001 i -—3H)®—I, 8 —J;

h n, n3

1 1 1
o0 —h O -——J1)@—J;
m ny ng
1 1 1
n 1y ng
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