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ABSTRACT

This paper obtains Feller- Arley non-homogeneous birth and death process by using transition
probabilities and hence Kolmogorov’s forward equation. For the purpose, we first derive the relevant

probability generating function (PGF) (D(X ,1 ) for the process from the transition probabilities using

Kolmogorov’s forward equation [3]. Consequently, we obtain the desired general solution for non-
homogeneous Feller-Arley process transition probabilities from the probability generating function in
question. Moreover this model can be used in two-stage models for carcinogenesis and data analysis.
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process, Kolmogorov’s forward equation, instantaneous, transition rates and
moment generating function.

1. INTRODUCTION
Let X(¢), t>0 be a stochastic process with parameter ¢ >0, state space

S= {0, 1,2,...}. For example, X (¢) can be the number of accidents during [O,t ]
or the number of bacteria in a plate dish at time #, (¢ > 0) starting with N,
bacteria at time ¢ = 0 [1,4]. Note that for given #, X () is obviously a random
variable with the state space S = {0, 1, 2,...}. The probability
Pr(X ®= ]|X (s)= i), t>s is called the transition probability from
X(s)=1i to X(t)=j. The purpose of this paper is to examine the aspects of
Feller-Arley process as possible applications for carcinogenesis, data analysis.
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Definition 1.

If Pr(X(0)=j|lX1) =i, X(t) =ty X(t) =i, )=
Pr(X(0)=j|lX@)=i)

forall ¢, <t, <..<t, <t andforall {,i,,...,I,, then X(¢), =0 willbea
Markov process [2].

Definition 2.
A markov process X (¢), ¢t > 0 with the state space S = {0, 1 2,...} is a birth and
death process with birthrate b, (f) and death rate d ;(?) [4], if

@ Pr(X(t+A8) = j+1X(2) = j)=b,(6)At +0(A)
@) Pr(X (2 + A1) = j—1X (1) = j)=d,(£) At + o(AD)
(i) Pr(X (¢ + At) = j|X (1) =)= o(AF) if | - 1] > 2.
Simply conditions (i), (if) and (iii) imply
Pr(X(t+A0) = j+1X (1) =i)=1-(b,(0) + d, ()0t + o(AL).
If b,(¢f)=b; and d;(¢) =d independently of , the process X(¢), ¢ >0 is

a homogeneous birth-death process. Otherwise, it is called non-homogeneous birth-
death process. If d;(#)=0, X(¢), >0 becomes a pure birth process. If

b,(t)=0, X(#), t>0 is a pure death process. More over if d;(t)=0 and
b;(t)=A, X(f) will be a homogeneous Poisson process. If d;(¢)=0 and
b;(¢) = A(#), X(2) is a non homogeneous Poisson process.

2. INSTANTANEOUS TRANSITION RATES
Note that
1 ifi=

Pr(X(t) - j|X(t) - i)= % = {0 otherwise

Writing Pr(X (1) = j|X(s) = i)= p, (5,8), s =1 implies that p, (s,5) = 5.
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Also Pr(X(t+AN)=j-1X1)=j)=d @)t +o(A) &

lim pj,j-l(t’t+At)_pj,j—l(t;t)
A0 At

_ . o(Ar)
= dj(t)-l-BI_l)})—A-t— = dj(f)

where Af is some time-increment and 0(-) stands for the order of magnitude.

Pr(X(z + Af) = j+11X(2) = j)=b,())At +o(At)

o Lm Pjin (¢,t+ Ar) —Pjin ()
At—0 At
Pr(X (¢ + Ar) = jlX(8) = 1) = (&) it | j 1] > 2

o(At)
At

=b,(1)+ lim b, ()

& lim L(pi’ 1+ M) -p,(6,1)=0

At—>0 Af
Given the instantaneous rate, we shall try to answer the question “how to find
p;;(s,) t> 5. One way is to use Kolmogorov’s forward or backward equation.

Theorem 1. The transition probability p; (s,t) satisfy the following two
equations, If b_,(£) = p_, . (s,2) = p, ,(s,2) =0, then,

Ea;”-'f (5:2) = Pyt (5,08, + P (5,0 ()= b,) + ;) | Py (s.0) (1)
a—asp,-j (0= Py (05()+ Py (5.0d,5)=[5,(5)+ () | pyy(s-1) @

which are called Kolmogorov forward and Kolmogorov backward equations
respectively, with

{1 ifi=j

p;(s,8)=p,;t,1)=0;, ;= 0 otherwise
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Proof (Kolmogorov Forward equation). Consider the time interval based on
Definition 2

~

t+ At

]

pij(s,t +At) = p; ;_1(s,0)b; ()AL + p; j11(s,0)d j 41 ()AL
+{L= (b (1) + 4 j (A py (s,1) + o(Af)
pij(s,t+A) - pii(s,0) = p; j_1(s.0)b;_1(O)At+ p; j,1(s,0)d j 1 (E)AL
~[b,(t) +d ; (O)]Atpy; (s,) + o(A0)
Pij(s,t + At) — p;; (s,t)
At

=P, j-1(8,0b;_1 () + p; j1(s,0)d j11(2)

-6+ d;O)py )+ 2D
fim Ppij(s,t+At)— p;; (s,1) _ ;i (s,)
At—0 At ot
= pi,j-108:0b;_1(O) + p;, j+1(s,8)d j 11 ()

~[b; () +d ; (0)]py (s,0)

with p;(s,5) =6;.

To prove the backward equation: Again consider the time interval
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~.

J
@ L @—
t
thus

pii(s—As, 1) = piyy j(5,0)b;(s = As)As + p;_y j(s,1)d; (s — As)As
+[1=(b; (s — As) + d;(s = As))As]p;; (s,1) + o(As)

therefore we can obtain

pij (s — As, 1) — py (s,0)
As

= Dis1,j (5, 0b;(s — As)+ pjy,j (5,6)d; (s — As)

— (b (s = As)+ d; (s = As)p;i (5,0) + "(AASS)

Assume that b,(s)and d,(s) are continuous function of § [5]. Then letting
As — 0. We have the following equation

m Dy (s —As,0)— p,(s,1) _ op,(s,1)

T
A}—)O As as
) = pi+l,j(s9t)bi(s) + pi—l,j(s’t)di (s)—(bi(s)
+d (s))p;(s,1), p;(s,8)=6;.

Definition 3.
If b,(t)=ib(t) and d,(t)=id(t), then X(f), £>0 is called non-

homogeneous Feller-Arley Process.

If the state space is S={0,1,2,...,m} and bi(t):i(l——l—)b(t) and
m

i .
- d,(t) =i(1-—)d(t), then X (t)is called non-homogeneous Logistic Process.
m
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It b;(t) =ib(t) and d;(t) =id(r) and b(t)~d(t)=fe*, f>0,5>0
X(t) is a Gompertz process.

3. THE TRANSITION PROBABILITIES p; (s,t ) FOR SOME SPECIAL CASES

We now illustrate how to obtain transition probabilities from the Kolmogorov’s
forward  equation. For simplicity, let i=1 s=¢, and write

pij(S’t) = plj(tO’t) = pj(tost) .
The Kolmogorov’s forward equation (1) becomes

0

5 ProD =P, (o,0b, (0 + P, (t)d, (O =[5, +d,() ] p, (1) ()
with p;(2,,1) = 3.
.3.1. Feller-Arley Process

Now assume b;(¢) = jb(t) and d ;(8) = jd(t)in Equation 3. We have already
illustrated how to obtain p;(#,,¢) . For the special case (Feller-Arley Process) [5],

define ®(X,t) = ZX ‘p ;(85,1). D(X,1) is probability generating function

, 1{ o/
(PGF) of p;(Z,,?) in the usual sense that pi(t,0)= ~ -O(X,1)
J!

=0

By multiplying both sides of the Kolmogorov’s forward equation (1) by X 7 and
summing over j from O to o and noting that b_, (£) = 0, we have

DX, 0) =Y X' p,(t,,0)
J=0

d
The left-hand side yields

zw:Xj[pj—l (,0)b,_,(2) + Py, 0)b;, (1) - (b;(2)+ d;()p;(ty,1)]

% d d & d
X' —p(ty,)=—> X'p.(t,,H) =—D(X,{).
2  PiCo) = 5 2 X P, (1) = - 0(X,)
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=b(6) Y. X7 (j-Dpj-1(to.0) +d(®) D X7 (j+Dp (to,t) — (B(®)

j=0 j=0
+d() Y. jXT p;(to,1)
j=0
=b()X2 Y (G-DXT 72 p;_1(to,0) +d(®) Y +D X p;(t0.0)
Jj=0 j=0

—(b@®)+d)X D X p(te.0)
j=0

=[b()X* +d(t)~ X(b() + d(t))]i JX7p (o)

=[b(O)X* +d(t)- X(b(t)+d (t))]% O(X,1)
and the right-hand side becomes

) _ ) B - Kl
5 00 = )X +d) - x by + d(t))]aX O(X,1) )

The initial conditionis D(X,2,) =Y X’ p,(t,,1) ift, =¢,
Jj=0

thus D(X,5,) =Y X'p,(t,,1,)=) X6, =X.

j=0 j=0
Now we shall illustrate how to solve the above first order partial differential
equation to obtain ®(X,#) and hence p;(Z,,f). We may use the equation (4),

that is:
—aa;cp(x, £) = |X?b(t) + () - X (b(e) + d(t))]g% (X, 1)
with the initial condition (X, 2,) = X . After simplification of (4), we simply get

% + [Xzb(t) +d(t)- X () + d(t))] =0
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or

%( +(X -D[(X -Db() +e()]=0 )
where £(f)=b(t)—d(t). Let z= X—l—I . Dividing the equation (5) by

(X —1)°, it becomes

1 dX 1 d{ 1 1
(X—1)2 —d;+b(t)+ XD et)=0=> —Z[—X—1)+b(t)+ xX-D £(t)
= %z =b(t) + ze(t) or %z —zg(t) = b(2) (6)

t
If we multiply both sides of the equation (6) by J.g(t)dt , that is

fy

exp{— ]-g(t)dt}(%z - zg(t)J = exp{— ]g(t)dt}b(t)
= %{z exp{— t;"a(t)dtH =b(¢) exp{— ]a(t)dt} @)

)

Thus the solution of (7) is simply

O(X,t) =Y (U(X,1)) where

Y(X,t)= Xl—l exp{— ]e(t)dt} - ]b(t) exp{— ]a(t)dt}dt =Constant

0 0

The solution is

O(X,1) = \{J[ Xl_ 1 exp{* t;[e(t)dt} - ;[b(t) exp{— t]g(t)dt}dt]

0
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1+z

if t=t,,then P(X,t,)=X =‘IJ(X1 1) so that ¥(z) =

O(X,) =Y

t t t
P _,;[g(t)dt —to_[b(t)exp —t;[f:(t)dt dt

1 t { t
T+~ exp —t;[e‘(t)dt ~ [peyexp —t;{e(t)dt dt

)

t t t
exps - [e(t)dt ;- [b(eyexpi - [e(@yat pat
X-1 t t t

Finally we obtain general solution

OX,0)=1+ X-1

]a(t)dt dt

to

exps — ]8(t)dt - ]b(t) exps —

to

with the initial condition P(X,1,) = X .
One may can use this result for the two-stage model for carcinogenesis and
hazard rate of cancer tumor cells at time ¢ > 0.

OZET

Bu ¢alismada, Kolmogorov ileri ve gegis olasihiklar1 yardimiyla homojen
olmayan Feller-Arley dogum-6lim yéntemi elde edilmistir. Bunun icin olastlik
iireten fonksiyonu D(X,?) Kolmogorov ileri denkleminden bulunmustur. Sonug
olarak homojen olmayan Feller-Arley yontemine olasilik iireten fonksiyonu ile
ulagiimistir. Ayrica bu yontem iki-agamali carcinogenesis ve veri analizi modelleri
i¢in kullanilabilir.
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