Commun.Fac.Sci.Univ.Ank.Series Al
Volume 54, Number 1, Pages 21- 28(2005)
ISSN 1303-5991

AN EASY WAY TO CALCULATE THE MOMENTS OF SAMPLE
CORRELATION COEFFICIENTS

EL-HOUSSAINY A. RADY, HALA A. FERGANY AND ADEL M. EDRESS

ABSTRACT. The purpose of this paper is to introduce an easy way to calculate
the general moment of the sample correlation coefficients. A straightforward
method of doing this is introduced, and applied to obtain more moments, and
more terms, than those have been introduced by Ghosh (1966) and Hotelling
(1953). Moreover we deduce the first six moments, skewness coefficient and
kurtosis coefficient.

1. INTRODUCTION

Let (z1,%1), (z2,¥2), ..., (Tn,yn) be a random sampling from a bivariate normal
distribution with standard deviations o, oy and a correlation coefficient p. The
sample standard deviations are denoted by s, and s, in the sense that ns2 and
nsg (n = N —1) are the sums of squares of the deviations of z and y respectively
from their sample means, and the sample correlation coefficient is denoted by r.
The maximum likelihood estimate of the correlation coefficients is

r=22v (1)
Sz Sy

n
where sz, = 1 Y (z — T)(y - 7).
i=1
Fisher (1915) has obtained the basic distribution of the correlation coefficients
7. The probability density function as introduced by Hotelling (1953) in a form of

hypergeometric function, is given by the following equation

n= 11 11
fa(r,p) = AL~ p2)™2(1 = )5 (1 - pr)~+E 2F1(§, DY %)a )
where A = \—(/-72_277—?:7—1% and 2 F; is the hypergeometric series.
Bell (1967) showed the following properties of the hypergeometric function:
T(c) o D(a + )b +1) ¢
= — 3
(@bt = Fpre = ; Teti) ®)
t2
JFi(abet)= 1420L et o+t
c 1 c(c+1) 2! ‘(4)
+a(a +1)(a+2)b(b+1)(b+2) £
cle+1)(c+2) 3!
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2F1(a,b,c,t) = —%/ e=1(1, 2)b7°"1(1 — t2)"%dz. (5)

This series is convergent if || < 1 and divergent if |t{ > 1. For t = 1 the series
converges if ¢ > a + b, while for t = —1 the series converges if ¢ > a+ b — 1.

Some important properties for the distribution of r were given in the co-operative
study (1917).

Ghosh (1966) gave the first four moments of r as a power series of order (n+1)~!
to order (n + 1)~7. In Hotelling (1953) method, it was required to know all the
(n—1)** moments to calculate the n** moment. In the recent paper a direct method
to get the n** moment without knowing information about other moments.

2. GENERAL MOMENT

We shall deal with the moments of » around p instead of zero. The following
theorem illustrate the A moment of the sample correlatiion coefficient of r about p.
Theorem. The h moment of the sample correlation coefficient of r about p in a
series of powers n~! can be given by

E[r-p" = Q-p)" [ah,o + -

8n {Qah 2 — 8ah,1}

ap1 + 128 3

1
+ 102473 {75ah,,3 - 144ah’2 -+ 320’1’1} + '"] ,

where

Cho = ——(—F%A[l + —(2h +1)(2h - 1)(h + 1)p?
(2h +1)(2h — 1)(h + 1)p
3(128)n2
(2h + 1)(2h — 1)(h + 1)p?
15(1024)n3
x(2h + T)(h + 5)p® — 80(h + 1)} + (15)(128)A%} + ...]
L(2zHr(%4)

ap1 = _—_fﬁ—'iz—"—h—f—-“l[(l +0%) + Sin(zh +1)(h+1)p?{(1 + p?)(2h — 1)

{(2h + 3)(2h + 5)(h + 3)p® — 48h}

{p*(2h + 3)(2h + 5)(h + 3){(2h + 5)

. 2
~4 - A+ B 4 )2 - 1) - 81— )
x[(2h + 3)(2h + 5)(h + 3)] + 24h(1 — p?) — 48h(2h — 1)(1 + p*)} +..]
o IeEhregh
h2 = [‘(_'12'_.)
x{(1+4 p%)(2h —1) —8(1 — p*)} + ...
_ IeEhreh) |
N YE=2

AL+ D)+ 0% + —(2h+ (A +1)0°

A1+ +..]
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Proof. Let us define
1
M = El(r — p)*) = / falr,p)(r — p)Pdr. (6)

By substituting Equation (2) in‘Equation (6) we get
M= A= )2 [ = o) (1= 125 (1= pr)=ntd

7
x2F1(3,3,n+1, lipr LET ) dr. @
Using Equations (4) and (7), we have
1 9
2\h
Moo= (1= ano + e 1720 T 198(m ¥ 1/2)(n + 3/2) 2 ®

T102a(n + 1/2)(n 3o et

where

1
ank = A1 - p?) 7 / (1 =) T (r = p)*(1 = pr) ™ V/2(1 4 pr)edr. (9)
-1

Using the binomial theorem the term -n-i-lT/2 can be expanded as

1 1

In a same way, one can obtain
1 S a+24.) (11)
(n+1/2)(n+3/2) n2 n
and
- S(+.0), (12

(n+1/2)(n+3/2)(n+ 5/2)
Inserting Equations (10), (11) and (12) in Equation (8) we get

1 1
A = (1-p*)ono + goon1+ m(gah,z —8ap,1)

1
1024 3 (75ah 3= 144ah,,2 + 320}1’1) -+ ...].
Substitution of k + 1 for k in ap .k is equivalent to multiplying the integrand by

. 14 pr, that is, by

(13)

1+ p* + p(r — p)
which gives
anis1 = (1+ p*)ank + p(1 — pP)ansr - (14)
Let k = 0 in Equation (9), then we get
1
/(1 =) (r — )M (1 — pr) ™24 (15)

-1

ano = A(l - p?)*3

Define
p+w

1+ pw’

-l1<w<l.
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Then substituting it in Equation (15), we get
aho—A/l—w ; (1+pw)2‘hdw. (16)

Taking the partial derivative with respect to p, we get

-2 aah 0

. 17
Aht1,0 = 2h ap ( )

Using the binomial theorem, then we get

1
AZM / (1 - )7 WP+ o,

Let u = w?

- T
Qapo = AZﬁ/(l U) 7 'U,J 2du

=\ I TENEENG + )
%0(3 2003 + 1)

3=0
F(n_;_l_)l‘(%) i (2%——1)]' (2%:—1)1' (L-zﬂ)] pz_;
NG ) Bt (2):(*8")s 7

A

bl

then

12ht1 htllnth o
1 2 '2 2

2h
Qpo = A 3Fy( P°)s (18)
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T(shrs)

where A' = —~ 22 2 ) Agor expanding Equation (18), we get
[(n - 1)0(242)

! 2

(2h +1)(2h — 1)(h + 1)
3128)(n+ h)(n+ h + 2)

(2h + 3)(2h + 5)(h + 3)p*

(2h+1)(2h — 1)(h + 1)

T BA) M+ R T h+ 2 L h )

(2h + 3)(2h + 5)
x(h+3)(2h + 5)(2h + 7)(h + 5)0° +...]
Al + Sin(zh +1)(2h - 1)(h + 1)p?

(2h +1)(2h — 1)(h + 1)p?

{(2h + 3)(2h + 5)(h + 3)p% — 48h}

3(128)n2
(2R +1)(2h - 1)(h + 1)p? , ,
15(1022)3 {p*(2h + 3)(2h + 5)(h + 3)
X{(2h +5)(2h + T)(h + 5)p? — 80(h + 1)} + (15)(128)h%} + ..]
(19)

by using Equations (17) and (19), we get

o __Ar(2h,+1)(h+l)p (2h+3 2h+5 h+3 §n+h+2 )

o= 2n+h) ¥R 4 T4 T2 03
which gives
1 — —
onrro = Al Eh+1)(h+1)p 48 S {(2h + 1)(2h + 3)(2h + 5)

X(h+1)(h+3)6° ~ 24(2h + Dh(h +1)p + %
X {(2h + 3)(2h + 5)(h + 3){6(2h + 5)(2h + T)(h + 5)p°

—320(2h + 1)p®} + (30)(128)A2p} +...]
_ ARh+1)(+ l)p[;—; - 48—1n2-{(2h +3)(2h + 5)(h + 3)p?

—24h + 2h + 3)(2h + 5)(h + 3){6(2kh + 5)

1
15(1024)n3 {
X(2h +7)(h +5)p* — 320(2h + 1)p?} + (30)(128)h2?} + ...].

(20)
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By using Equations (14) and (20), we get

ey e AT+ + o @ht DB+ DA+ A1) - 41 - )

(2h +1)(h + 1)p?
3(128)n?

{1+ p))(2h~1) - 8(1 - p*)]((2h +3)

x(2h + 5)(h + 3)] + 24h(1 — p?) — 48R(2h — 1)(1 + p?)} + ...],

(21)

oniny = APEED g 2oh 1) 420 - )

p(:6:21) {=24h(1 = p*) + p*(2h +3)(2h + 5)(h + 3)

x{3(1 — p?) = 2(1 + p®)(2h + 1)}} + ...},

-+

1+ A (h+1
Qht2,1 = A[—-————( pr)z( )

+.],

Opt12 = A’[-p—(-lli)(}lil—){—(l +p2) (2R +1) +4(1 - pH)} + ..,

anz= AL+P)1+2)+ S—I—n(2h +1)(h + 1)p? )
x{(1+p%)(2h - 1) - 8(1 - p*)} + ...},

anz=A[1+p)°+..) (23)

3. THE FIRST S1x MOMENTS

From the previous results one can deduce

p—90° p+42p3 — 75p°

A o= (1-p)[—-—+ Fro R 1603 + ..
Ay = (1"’2)2[H+24?:)22 '97”;:3309”4 ]

N o= (-pp- et

o= (=P B

o= (=Pl ]

Yo = (1-Pl3+.]
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For the moments of r about its mean )\, we find

pe = (1 —p"’)"’[r—ll + 12175’22 + _24”;:3 75 -
b o= (-2 e B,

b= -l e BB

ps = (1— p2)5[—%0 +..]

pe = (1 —pZ)G[%g +..].

Taking the square root of p,, the variance of r, o, is obtained as

1 11p2 —24p? 4+ 75p4
(1 2L 1/2
or=(Q1-p )[n +5r+ 53 +..)H2.
While skewness and kurtosis are indicated by
~30 + 77p?

Vﬁl = 6pn‘5{l+T+]

12p% —
ﬂ2“3 §L—pn*1)+.

4. CONCLUSION

In each of the previous equations of A, and 1y, the row of dots stands for a
function of higher order in n~! than the term next preceeding; and the series are
asymptotic but presumably divergent.

The stepwise nature of the sets of equations for A, and [y, With the order in
n~! increasing by unity on alternate occasions as h increases, and with the coeffi-
cients of the leading terms of the even moments proportional to the even moments
of a normal distribution, is typical of skew distributions of statistics approaching
normality for large samples. It provides in fact one of the proofs of asymptotic

normality of a large class of statistics including the correlation coefficient.

OZET:Bu ¢ahgmanin amacy, 6rnek korelasyon katsayisinin momentlerini
hesaplamak i¢in kolay bir hesaplama yolu sunmaktir. Bunu yapmak icin
direkt bir ydntem tanimlanmis ve Ghosh (1966) ve Hotelling (1953) in
elde ettiklerinden daha ¢ok sayida terim iceren yiiksek dereceden mo-
mentler elde etmek igin kullanilmigtir. Ayrica, ilk alt: moment, carpriklik
ve basikhk katsayilarna ulagilmistir.
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