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Abstract  

The use of video broadcasting platforms is increasing day by day. The competition for developing platforms for the 

broadcasting and sharing of movies and TV series is increasing. The purpose of reproducing these platforms is to increase the 

quality and to trace them on a single platform. Film and TV series platforms use artificial intelligence algorithms for these 

shares. The aim of this study is to create more attractive cover photos for users by finding suitable frames from a movie or TV 

series. First, the frames that were transformed into covers/small pictures on the platform were obtained. Unnecessary frames 

which consist of closed eyes, blurry frames, or faceless images have been removed. Also, deep learning is used to label images 

with objects and emotions based on the identity of the face. The thumbnails with the most repeating faces were selected by 

developing a face recognition model at each step. The experimental results showed that the emotion model was successful. 
Key words: Thumbnail, Emotion Detection, Video Streaming Platforms, Convolutional Neural Network. 
 

Öz 

Video yayın platformlarının kullanımı her geçen gün artmaktadır. Filmlerin ve dizilerin yayınlanması ve paylaşılması için 

platformlar geliştirme rekabeti artıyor. Bu platformların çoğaltılmasındaki amaç, kaliteyi arttırmak ve tek bir platform üzerinde 

takip etmektir. Film ve dizi platformları bu paylaşımlar için yapay zeka algoritmaları kullanır. Bu çalışmanın amacı, bir film 

veya diziden uygun kareler bularak kullanıcılar için daha çekici kapak fotoğrafları oluşturmaktır. Öncelikle platform üzerinde 

kapak / küçük resim haline getirilen çerçeveler elde edildi. Kapalı gözler, bulanık çerçeveler veya yüzsüz görüntülerden oluşan 

gereksiz çerçeveler kaldırıldı. Ayrıca derin öğrenme, görüntüleri yüzün kimliğine göre nesneler ve duygularla etiketlemek için 

kullanılır. En çok tekrar eden yüzlere sahip küçük resimler, her adımda bir yüz tanıma modeli geliştirilerek seçildi. Deneysel 

sonuçlar duygu modelinin başarılı olduğunu gösterdi. 

Anahtar Kelimeler: Küçük resim, Duygu Algılama, Video Akış Platformları, Evrişimsel Sinir Ağı. 

 

I. INTRODUCTION 
Developments in technology enable internet content to be accessed as video content on mobile phones anytime 

and anywhere. For this reason, there is a huge increase in watching video content. YouTube [1] has more than two 

billion users and a billion hours of video is consumed every day. For this reason, more and more videos are 

produced every day. Due to the circumstances mentioned, it is very important to choose the title and thumbnail of 

the video (the thumbnail is a compressed preview of the original version used as a placeholder). The number of 

online TV series, movies and shows watching platforms is increasing. According to the last quarter report of 2020, 

Netflix, one of the media services provider, has approximately 204 million paid subscriptions [2], 150 million 

globally in Amazon Prime [3] and the number of ad-free subscribers in Hulu is 36 million [4] according to 2020 

data. has been. Online watching platforms have emerged as competitors over time by aiming for users to spend 

more time in their application. It is aimed to increase the number of content on the platform and to present the 

existing content to users better and more attractive. 

 

In the study, it is aimed to produce and label the pictures of the movie in a way that fits the cover art. Thus, it is 

expected that more original cover photos will be created with labels that may attract users' attention. Users' interests 

can be famous people, happy or exciting moments. After finding faces on the scene, a convolutional neural 

network-based algorithm has been developed to discover their identities, emotions, and other objects. In addition, 

closed eyes on the frame are detected and eliminated, and various parameters of the frame that can provide 

information are calculated. Based on the information obtained, the frame is tagged to select the most suitable 

thumbnails for users. 
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There are many studies on the selection of cover images 

which proceed by clustering the frames and choosing 

the most suitable one [5-9]. It is aimed to measure the 

pictures with parameters such as blur, clarity, colors, 

scene, composition and the presence of objects in the 

studies carried out for aesthetically scoring [10-12]. 

 

The source of inspiration for another study on the 

subject is Netflix's AVA system. Netflix also uses its 

own system and evaluates the AVA system. AVA is a 

collection of tools and algorithms designed to extract 

high quality images from videos on Netflix. There are 

three basic steps in the evaluation phase. Visual 

metadata such as contrast, color, brightness and motion 

blur are collected in the first step. Contextual metadata 

includes elements such as face detection, motion 

prediction, camera shot identification and object 

detection in the frame. Finally, photography, 

cinematography and visual aesthetic design processes 

are discussed in composition Metadata. Afterwards, 

sorting by image, face recognition, calculation of 

different camera angles for visual diversity and filters 

for maturity are made [13]. 

 

An algorithm consisting of five main steps including 

down-sampling, filtering, feature extraction, sorting 

and optimization has been developed [14]. In the down-

sampling process, there are four steps: removing the 

first and last ten percent of the promotional video, 

sampling one frame per second, eliminating similar 

frames, and sorting the shots by length. In the filtering 

step, it performs the calculation of saturation, 

brightness, sharpness and contrast. It also includes 

removing subtitles embedded in the frame, finding 

characters, and adjusting the threshold. 

 

Yu and colleagues expanded the video to include the 

title, description, and audio to define the content. The 

information obtained was used in selection models. It 

samples the developed model squares equally over 

time. Returns the highest aesthetic scores in the subset 

with a double column convolutional neural network to 

avoid the computational burden of rendering all frames. 

Frame properties extracted from VGG16, text 

properties from ELECTRA and sound properties of 

TRILL are obtained by the developed model [15]. 

 

Huang and friends discussed the task of highlighting 

the video and thumbnail selection from a different 

perspective. thumbnails and video clips were selected 

using the bulleted display, a new feature appearing on 

online video streaming sites popular in East Asia. The 

proposed method was compared with a KKStream 

which is East Asia's popular streaming service 

provider. Experimental results show that most 

participants are satisfied with the thumbnails and video 

clips chosen in their own way. Therefore, the cover 

screen can be a valuable resource for understanding the 

video [16]. 

 

In another study, automatic thumbnail selection was 

performed for movies and TV shows. Thumbnail 

selections are automated using the classifier. The 

performance of different convolutional neural networks 

(CNNs), namely VGG-19, Inception-v3 and ResNet-

50, has been compared. Hybrid approach is designed 

which performs best in thumbnail selection. In the 

hybrid model, CNN feature extraction was used in 

genetic programming classification. ResNet-50 CNN 

performed better than other CNN models [17].  

 

The face recognition model was developed by 

preserving the method in our previous study [23]. In 

addition, by selecting thumbnails with more repetitive 

faces, the thumbnail pool is narrowed, and it is aimed 

to select thumbnails that are more eye-catching and out 

of context. 

 

Section 2 contains literature information about the 

study. In Section 3, the steps of the developed 

methodology are explained and the flow chart of the 

algorithm is given. In section 4, the results obtained are 

given and interpreted. Conclusion part is given as 

finally. 

 

II. MATERIAL AND METHOD 
Figure 1 shows the flowchart of the developed model. 

After taking the frames from the video, there are two 

stages: selecting the appropriate frames and using the 

convolutional neural network. Eye aspect ratio is made 

after detecting the faces in the frame in the down 

sampling part. The scope of this stage is to eliminate 

the unnecessary images via face detection to add less 

pictures to the model. This step is completed with 

parameter calculations. In order to find faces and 

objects related to the emotion and character, the 

convolutional neural network was used as the following 

stage. In addition, face recognition was performed and 

the thumbnail of the most repetitive faces was selected. 

Thus, it was aimed to reduce the number of results as 

well as identify the characters in the movie.

 
Figure 1. The schematic diagram of proposed method 
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2.1. Down Sampling  

In a movie, the elimination process for unnecessary 

frames is important. When a two-hour film is analyzed, 

there are approximately two hundred thousand frames. 

The use of all these frames together with artificial 

neural networks is quite costly. In order to eliminate 

this memory problem, only the frames which have face 

images were selected using the Haar Cascade. 

 

Comparing the Haar Cascade and Directed Gradients 

(HOG) in the face detection process, the detection time 

was measured as 16-50 ms in the haar cascade method 

and 340-410 ms in the other one. For this reason, Haar 

Cascade was used in the study for faster and more 

precise face detection. Histograms of Directed 

Gradients (HOG) were selected for eye opening 

detection. Faceless images were eliminated at this 

stage, and the variance of the Laplacian Filter [18] was 

used to eliminate blurry frames. The threshold value 

which may not be suitable for every movie or frame, so 

it has to be chosen different.  For each frame a different 

threshold value should be calculated. 

 

Figure 2 shows eye aspect ratio samples for several eye 

images. Face recognition is performed with HOG in the 

frame of the faces and the eye opening is determined. 

HOG is used because it allows you to define 68 

different points with 6 points for each eye found. Thus, 

Eye Aspect Ratio (EAR) can be calculated as seen in 

Figure 2 with 6 points corresponding to one eye [19].  

 

 
Figure 2. Eye Aspect Ratio samples for several eye images 

 

The 6 dots represented by red dots are p1 (far left), p2 

(top left), p3 (top right), p4 (far right), p5 (bottom 

right), and p6 (bottom-left) respectively. Eye Aspect 

Ratio is calculated as in equation 1 and eyes are 

assumed to be closed according to the threshold value. 

 

 
Many more parameters can be calculated in the 

framework that can inform us. These are brightness, 

dominant color and mist. The Laplacian filter was used 

to calculate the blur parameter, which is used to find the 

clearest in similar frames and eliminate the blurry ones. 

For the brightness value, RGB (Red, Green, Blue) 

values are converted to HSV (Hue, Saturation, Value / 

Brightness) format and calculated by taking the average 

of the value of each square. The K-means algorithm has 

been used to calculate the dominant color [20]. In K-

means, a single cluster is created by choosing k as 1 and 

the center point is determined as the dominant color. 

With this value, it is aimed to prevent overlapping of 

similar colors with the film logo and to calculate the 

dominant color of the logo. 

 

2.2. Convolutional Neural Network  

Convolutional Neural networks require a large set of N-

tagged images {x, y} specifying the discrete variable 

representing the real class as y, as opposed to the input 

x. It uses a loss function to compare the output of the 

model with the actual class value (y). It trains the 

weight matrices in the fully connected layers and 

parameters of the network by spreading the loss 

derivative backward according to the parameters in the 

network using filters in the convolutional layers and 

updating the parameters by stochastic gradient descent 

[21]. Convolutional Neural Networks consist of 

neurons with learnable weights and biases. It is also 

used effectively in situations such as image recognition, 

classification and object detection. Using convolutional 

neural networks, it is ensured that the emotions of the 

faces in the frame are detected and the objects are 

identified and associated. 

 

In the study, it was aimed to detect emotions by using 

the Fer2013 [22] data set in order to determine the 

emotions on the face. 7 different emotions, including 

neutral, sadness, surprise, happiness, fear, anger and 

disgust, are tagged in the data set. The process of 

perceiving emotions is an important stage in terms of 

framing and grouping. It is also important that other 

objects can be detected in the frame. The presence of 

the pet can be considered as friendship. Finding a 

weapon or a sword in the frame can be seen as an 

action. Having a ball in the frame can determine that it 

is related to sports. Rather than providing information 

about the entire movie, this information is more 

important to the user's interest. For example, if 

someone interested in extreme sports sees a picture of 

nature on the cover art of the movie, it may increase the 

probability of choosing that movie. 

 

Fig.3 shows the emotion model architecture which has 

improved according to our previous study [23]. The 

new emotion model is based on another study [24] but 

it’s optimizer from ADAM to SGD (Stochastic gradient 

descent) replaced.  Residual network is used with 

224x224x3 shaped input. After flatting RESNET 

output layer, Dense and Dropout with ReLU activation 

function is applied to model [25]. Output shape is 

decreased with Dense with Softmax activation function 

to 7 since there are 7 type of emotion.  

 

𝐸𝐴𝑅 =  
‖𝑝2−𝑝6‖+‖𝑝3−𝑝5‖

2‖𝑝1−𝑝4‖
                                             (1) 

 

Figure 2.  
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Figure 3. Architecture of Emotion Detection Network 

 

YOLOv3 (You Only Look Once) [26] and Google 

OpenImages dataset [27] were used for object 

detection. The Open Images dataset includes about nine 

million images.  It contains complex scenes like object 

bounding boxes, localized narratives, object 

segmentations, and more. YOLO algorithm based on 

prediction grids and anchors. In this study non-maximal 

suppression approach used to predicted and eliminated 

duplicates with 13x13 grids and 5 anchors. Although 

the YOLOv3 algorithm produced fast and accurate 

results, the OpenImages dataset achieved lower 

performance than expected. 600 classes in the data set 

were grouped and reduced. 

 

It is important to identify who owns the faces in the 

frame to increase the likelihood of the user choosing 

movies featuring their favorite actor or actresses. Due 

to this aim, lib's pre-trained face detector [28] is used. 

In addition to the our previous study [23], a new feature 

has been added to face recognition. Every face in the 

frames is added to the face recognition pattern. After 

the process was finished, the frames with the most 

repeating faces were selected. As a result, logos are 

placed on the frames that do not coincide with the face 

parts. Since this step can also be performed better under 

human control, it is produced with and without logo.  

 

III. RESULTS 
Emotion detection model’s accuracy has improved on 

training from 0.91 to 0.997 and on validation from 0.67 

to 0.692. Figure 4 shows train loss and accuracy of the 

model.  

 
Figure 4.  Train Loss and Accuracy Values of Model 

Fig.5 and Fig.6 show the loss graph of 17 and 19 classes 

model loss graph respectively. It can be seen that the 17 

classes model more accurate than 19 one. 17 classes 

model’s mAP (mean Average Precision) is 34.28%. 

Training session was stopped because of 19 grouped 

classes the model did not reach the expected values. 

The resulting frames are manually examined so 

meaningless pictures, incorrectly grouped or tagged are 

eliminated. Thus, 200,000 frames in the film are 

reduced to 100 frames In addition, the selection of 

similar pictures and labels is made at different times 

and shown to the user. 

 

 
Figure 5. 17 classes YOLO model Loss Graph 

 

 
Figure 6. 19 grouped classes YOLO model Loss 

Graph 

 

Figure. 7 shows sample image output results which 

suggests a frame with face and the logo of the film is 

placed dynamically according to faces.  
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Figure 7. Sample Results from The King of Comedy Movie [29] 

 

IV. CONCULUSION 
The aim of this study is to create cover photos of a 

movie or TV series using image processing and 

convolutional neural networks. A successful emotion 

model was used in this study. In addition, in order to 

reduce the results, a face recognition model was 

developed at each step and thumbnails with the most 

repeating faces were selected. With the developed 

method, dynamic results were obtained for users on 

online watch platforms. Selected frames were labeled 

and features that might attract the attention of the user 

were determined. In subsequent studies, obtaining 

detailed information about faces, determining the 

movement at the scene (running, walking, swimming), 

thus interpreting the photographic composition in the 

frame. It is aimed to create a different data set to 

improve the performance of the models. Thus, more 

accurate results can be obtained by working with 

different data sets.  
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