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Detection of Covid-19 from Chest CT Images Using Xception Architecture: 

A Deep Transfer Learning Based Approach 

 

Özlem POLAT*1 

 

Abstract 

Covid-19 infection, which first appeared in Wuhan, China in December 2019, affected the 

whole world in a short time like three months. The disease caused by the virus called SARS-

CoV-2 affects many organs, especially the lungs, brain, liver and kidney, and causes a large 

number of deaths. Early detection of Covid-19 using computer-aided methods will ensure that 

the patient reaches the right treatment without wasting time, and the spread of the disease will 

be controlled. This study proposes a solution for detecting Covid-19 using chest computed 

tomography (CT) scan images. Firstly, features are extracted by Xception network, 

convolutional neural network (CNN) based transfer learning method, then classification process 

is performed with a fully connected neural network (FCNN) added at the end of this 

architecture. The classification model was tested ten times on the accessible SARS-CoV-2-CT-

scan dataset containing 2482 CT images labelled as covid and non-covid. The precision, recall, 

f1-score and accuracy metrics were used as performance measures; and ROC curve related to 

the model was drawn. While obtaining an average of 98.89% accuracy, in the best case, 99.59% 

classification performance was achieved. Xception outperforms other methods in the literature. 

The results promise that the proposed method can be evaluated as a clinical option helping 

experts in the detection of Covid-19 from CT images. 

Keywords: Covid-19, Classification, Deep learning, Xception 

 

1. INTRODUCTION 

The infection epidemic caused by the SARS-

CoV-2 virus was named Coronavirus Disease 

2019, shortly Covid-19, by the World Health 

Organization (WHO). Covid-19 spread rapidly to 

many countries and was officially announced as a 

pandemic by WHO on March 11, 2020, with the 

death of more than 4000 people [1]. Covid-19 is a 

respiratory disease, and adversely affects many 

organs, especially the lungs. The disease is highly 
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contagious and has many different symptoms, 

mainly fever, dry cough and tiredness. Since the 

first Covid-19 case was detected in China, the 

disease spread first to other provinces of China 

and then to all over the world [2]. Due to the 

sudden emergence of Covid-19 and its spread all 

over the world, different research centers 

immediately started working for the detection, 

prevention and treatment of the disease [3]. 

Studies are not only conducted in the field of 

medicine and biotechnology; In addition, 

researchers from different fields are working on 
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the diagnosis and prevention of the disease with 

the help of computer-aided systems. 

In some cases, if there is no vaccine or drug for 

Covid-19, it is compulsory to detect the disease in 

a short time and isolate the infected person from 

healthy people for controlling the spread of the 

disease. With the onset of the Covid-19 pandemic, 

the reverse transcription polymerase chain 

reaction (RT-PCR) test developed by Corman et 

al. [4] has begun to be used for the definitive 

diagnosis of the disease. It is presented that the 

overall positive RT-PCR rate initially was in the 

range of approximately 30-60% for swab samples 

taken from the throat [5]. The sensitivity of the 

RT-PCR test in the first days of the Covid-19 is 

low. Therefore, the problem arises that people 

with Covid-19 cannot be diagnosed and cannot 

receive the appropriate treatment for them. In 

addition, patients who have not been diagnosed 

with Covid-19 infect more people because of the 

contagious nature of the virus. Lung CT is both 

easy to use and can give results in a short time for 

the determination the presence of Covid-19. 

According to the results of recent research, Covid-

19 disease shows the same or very similar 

radiological features in almost all patients [6]. 

Radiological features of Covid-19 were seen in 

people with negative RT-PCR tests but with 

symptoms of the disease. Therefore, it is 

beneficial to use lung CT to determine whether 

the patient is infected with Covid-19 [7]. 

As soon as medical images were scanned and 

uploaded to a computer, researchers started 

processing it automatically. In recent years, 

computer technologies and machine learning 

techniques have begun to be preferred in medical 

sciences in order to diagnose some diseases or 

lesions in the body [8]. Panwar et al. [9] proposed 

a CNN-based model called nCOVnet for 

detecting Covid-19 from lung X-ray images. 

nCOVnet consists of 24 layers, and 18 of which 

are part of VGG16 model. They used a dataset of 

337 chest X-ray images in total, including Covid-

19 positive and negative; and revealed an 

accuracy of 88.10%. Apostolopoulos and 

Mpesiana [10] applied different transfer learning 

networks for solving Covid-19 detection problem; 

and used publicly available two datasets including 

1427 and 1442 X-ray images. VGG19 provided 

the best classification results with 98.75%.  

The study by Li et al. [11] offered COVNet using 

ResNet50 deep learning architecture as the 

backbone. They trained and tested the model on 

4352 CT images of 3322 cases. As a result of the 

experiments, they obtained the values of 90%, 

96% and 0.96 for sensitivity specificity and AUC, 

respectively. In the study explored by Jain et al. 

[12], ResNet101 deep learning model was 

attempted to distinguish Covid-19 and viral 

pneumonia from x-ray images. The dataset, 

originally containing 1215 X-ray images, was 

increased by data augmentation to 1832; and, as a 

result of the tests, 97.77% classification accuracy 

has been achieved. Harmon et al. [13] applied 

artificial intelligence based Grad-CAM method 

on CT images. They achieved up to 90.8% 

accuracy.  

Rahimzadeh and Attar [14] solved the same 

problem using transfer learning methods on X-ray 

images. They extracted the features with the use 

of Xception and ResNet50V2 networks in 

parallel; and they concatenated the features and 

classified with FCNN with Softmax activation 

function. The dataset including normal, pneumoni 

and Covid-19 classes were augmented and the 

model tested on 11,302 images. 91.4% overall 

average accuracy was obtained for all classes. 

Ozturk et al. [15] used a network of 17 

convolution layers in their study; and they applied 

different filters to each layer. They also preferred 

the DarkNet model as a classifier; and they 

achieved 98.08% and 87.02% success in the 

double and triple classification problem, 

respectively, in distinguishing Covid-19. In a 

study which set out to detection of Covid-19,  

Wang et al. [16] proposed a deep learning model 

(Covid-Net), which achieved 92.4% classification 

performance. Sethy et al. [17] extracted the 

features related to X-ray images using deep CNN 

and classified them using Support Vector 

Machine (SVM) for detection of coronavirus 

infected patients. The methodology deals with 

three categories of images, i.e., Covid-19, 

pneumonia and normal. They achieved 95.33% 

success with ResNet50+SVM.  
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Hemdan et al. [18] reported 90% success rate 

using DenseNet201 and VGG16 in a study 

investigating Covid-19. Narin et al. [19] 

performed a series of experiments using five 

different transfer learning applications on X-ray 

images. They have implemented three binary 

classifiers. They had the best performance of 

96.1% for covid-19 vs normal with ResNet50 and 

ResNet101. Ying et al. [20] developed a new deep 

learning model called DRE-Net built on the 

ResNet architecture; and detected Covid-19 from 

CT images with 86% accuracy. 

Wang et al. [21] modified the Inception transfer 

learning network to build the Covid-19 detection 

algorithm from chest CT images; and they 

obtained 79.3% classification performance. Wang 

et al. [22] created a 3D deep neural network called 

DeCovNet, using 3D CT volumes. First, 

segmentation was applied using U-Net, and the 

segmented images were given as input to 

DeCovNet network. They managed to detect 

Covid-19 in CT images with 90.8% accuracy.  Xu 

et al. [23] used two CNN 3D classification 

methods on CT images, and obtained 86.7% 

accuracy rate for three classes: Covid-19, viral 

pneumonia and normal. Yoo et al. [24] created 

deep learning based three binary decision trees 

and achieved 98%, 80% and 95% classification 

performance with ResNet18.  

Another study was conducted by Albahli [25] 

using deep learning models. Albahli tried to 

classify other chest diseases against Covid-19 

with the model he used; and achieved a 

classification accuracy of 87% with ResNet152. 

Civit-Masot et al. [26] suggested VGG16 model 

as the solution of Covid-19 detection problem. 

They trained and tested the model on 396 X-ray 

images (132 Covid-19, 132 Healthy and 132 

Pneumonia); and obtained 86% accuracy rate. 

Singh et al. [27] evaluated a CNN-based model on 

CT images to classify patients infected with 

Covid-19. Ahuja et al. [28] trained transfer 

learning models on CT images to determine the 

presence of Covid-19; and with ResNet18 model 

they achieved 99.4% classification performance.  

As seen above, many studies have been conducted 

using different datasets to detect Covid-19. Apart 

from these, there is also a SARS-CoV-2-CT-Scan 

dataset consisting of 2482 CT images labeled as 

covid and non-covid created by Soares et al. [29]. 

This dataset was also used in [30-32] for Covid-

19 detection. Soares et al. used various machine 

learning methods, but achieved the best success 

with eXplainable Deep Learning approach 

(xDNN). Silva et al. [30] have achieved 98.99% 

and 87.60% accuracy with the modified 

EfficientNetB0 using SARS-CoV-2-CT-Scan 

dataset and another dataset containing 812 CT 

scan images, respectively. Yazdani et al. [31] 

proposed to use attentional residual convolutional 

network, which can better focus on infected lung 

areas; and they achieved 92% classification 

performance. Konar et al. [32] used a semi-

controlled shallow neural network containing a 

network they called PQIS-Net to segment the lung 

CT images and used fully connected layers to 

determine the class labels of images. 

This study aims to detect Covid-19 from CT 

images, that is, CT images are classified as covid 

and non-covid. For this purpose, Xception 

network, one of the deep transfer learning 

architectures, has been trained and tested on the 

SARS-CoV-2-CT-Scan dataset. The main 

contributions of this study are as follows: (1) 

Covid-19 caused by the SARS-CoV-2 virus is a 

disease with high contagiousness and causing 

death. Fast and accurate detection of Covid-19 

will enable early treatment and thus reduce the 

hospitalization rate and mortality rate of patients. 

(2) The model proposed in this study classifies 

covid and non-covid cases from chest CT images. 

(3) With the proposed transfer learning technique, 

weights related to the network that were 

previously trained with big data are used. Thus, 

classification is performed with less 

computational load and high performance without 

the need for a very large data set. 

2. MATERIALS and METHODS 

2.1. SARS-CoV-2-CT-Scan Dataset 

In this study, a publicly available dataset 

consisting of 2482 CT images was used. Images 

were obtained from a total of 120 patients, 60 

female and 60 male, who were infected with the 
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SARS-CoV-2 virus (covid) and were not infected 

by this virus but have other pulmonary diseases 

(non-covid). The distribution of the sexes of the 

patients is as follows: 32 of 60 patients belonging 

to the covid class are male and 28 are female. In 

the non-covid class, the number of male and 

female patients are equal, that is, 30. The dataset 

was created from CT images of patients admitted 

to hospitals in Sao Paulo, Brazil. In the dataset, 

there are 1252 and 1230 CT images of covid and 

non-covid classes, respectively. Sample CT 

images of these classes are shown in Figure 1.  

 

Figure 1 Chest CT images a) covid b) non-covid 

In order to train and test Xception architecture, 

CT images are divided into two groups as 70% 

and 30%. Thus, 1737 of the images were used for 

training and 745 for test.  

2.2. Convolutional Neural Networks 

Convolution was first described by LeCun et al. 

[33] in 1989. Convolution is simply a 

mathematical operation in which two matrices are 

multiplied on an element-by-element basis and 

then summed [34]. Networks using convolution 

process are called convolutional neural networks 

(CNN). CNNs usually consist of five layers:  

1) Convolution layer: In this layer, the filter 

matrix, which will automatically extract the 

features from the image with the image matrix is 

subjected to the convolution process. First, the 

filter is placed in the upper left corner of the 

image. Here, pixels of the image matrix and filter 

matrix with the same index are multiplied by each 

other and all results are summed. This sum is then 

recorded in the output matrix called the feature 

map. Then the filter is shifted to the right and the 

multiplication operations are repeated. At the end 

of the row, the filter is shifted downwards and the 

same operations are repeated from left to right. 

After all rows are scanned from left to right with 

these operations, an output matrix is created.  

2) Non-linearity layer: This layer is used after the 

convolution layer; and transform the linear output 

of the previous layer into a nonlinear structure 

using an activation function. In this way, the 

learning of the network is accelerated. Rectified 

Linear Unite (ReLU) [35], which has the ability 

to pull negative values to zero, is generally 

preferred as the activation function.  

3) Pooling layer: This layer is typically used after 

non-linearity layer. The main function of this 

layer is to reduce the dimension of the feature 

map. With the dimension reduction process, both 

the computational load is reduced and the system 

is prevented from overfitting. As in the 

convolution layer, the filter sizes can be different 

from each other in this layer. Thanks to these 

filters, average pooling, where the values in the 

input matrix are averaged, or maximum pooling, 

where the maximum is taken, is performed. 

4) Flattening layer: This layer transforms the 

matrix into a vector by successively adding the 

rows of the output matrix obtained from the 

previous layer, so that one-dimensional data can 

be input to fully connected layers.  

5) Fully connected layer(s): All neurons in this 

layer are connected to every neuron of the next 

layer. By using the softmax activation function in 

the last layer, the images are labeled and the 

classes they belong to are determined. 

2.3. Xception Architecture 

With the spread of CNNs in computer vision, 

different structured models using CNN have been 

created. Firstly, the LeNet-style models [36] were 

introduced in 1995, and then various models were 

created to be used in classification and 

recognition problems. One of these models is 

Inception. The Inception architecture, also known 

as Inception-v1 [37], was created in 2014 by 

Szagedy et al. Later it was updated as Inception-
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v2, Inception-v3 [38] and Inception-ResNet [39]. 

The Xception network [40] used in this study can 

be called an interpretation of the Inception 

modules. The name Xception also comes from 

"extreme inception". Therefore, it will help to 

understand the Xception architecture to talk 

briefly about Inception first. 

The object to be detected in object recognition or 

image classification may be large in some images 

and small in some images. In other words, the size 

of the object can be of different sizes in different 

images. Different object sizes can make it difficult 

to determine the filter size for the convolution 

process. A large filter size should be preferred for 

the object that looks large in the images, and a 

small filter size should be preferred for small 

objects. Inception architecture offers a solution to 

the problems caused by objects of different sizes 

by proposing to use more than one filter of 

different sizes at the entrance. It also suggests 

sending the output of this module to another 

inception module again. Figure 2 shows a 

simplified Inception module.  

 

Figure 2 Simplified inception module [40] 

In Xception architecture, differently from 

Inception architecture, a convolution operation 

almost same with depthwise separable 

convolution [41] is used. This type of convolution 

contains a depthwise convolution and a pointwise 

convolution that follows it. In depthwise 

convolution each filter independently processes 

only one channel of the input image; and in 

pointwise convolution, 1x1 dimensional filter 

iterates every single point of the input.  

The module in Xception architecture uses 

depthwise separable convolution in different 

order; in other words, as seen in Figure 3, 1x1 

convolution is used first and then channel-wise 

spatial convolution. 

 

Figure 3 Extreme version of Inception module [40] 

Xception architecture consists of three structures: 

Entry flow, middle flow and exit flow. These 

three structures consist of 14 modules (4, 8 and 2 

modules, respectively) containing 36 convolution 

layers in total. There are residual connections in 

modules except the first module of entry flow and 

the last module of exit flow. The Xception 

architecture starts with entry flow, which contains 

4 modules and each module has two convolution 

layers. In the first module, convolution is 

performed with 32 and 64 filters with 3x3 filter 

size. In the other three modules in this flow, 

separable convolution is realized with 128, 256 

and 728 filters in 3x3 filter size. The entry flow 

accepts 299x299x3 size images as input and 

creates a 19x19x728 size feature map at the 

output. In middle flow, three separable 

convolution processes with 728 filters in 3x3 size 

are repeated 8 times. Middle flow creates a 

19x19x728 feature map at the output. The feature 

map, which is the output of middle flow, is given 

as input to exit flow. Exit flow has two modules. 

In the first module, separable convolution is 

performed with 728 and 1024 filters in 3x3 sizes, 

while in the last module it is performed with 1536 

and 2048 filters. Afterwards, the architecture is 

terminated with the addition of fully connected 

layers. The flows and modules related to the 

Xception architecture are shown in the Figure 4. 
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Figure 4 Xception architecture 

3. EXPERIMENTAL RESULTS 

In this study, chest CT images of cases with and 

without Covid-19 disease were trained and tested 

using Xception, ResNet50V2 and VGG16 deep 

learning architectures. While these models were 

used to extract features from images, a 2-layer 

FCNN was used for classification purpose. The 

first layer of FCNN was formed with 16 neurons; 

in the last layer where softmax was used, as many 

neurons are used as the number of classes. 

Experimental results were compared with the 

results determined by the experts in terms of 

precision (1), recall (2), f1-score (3) and accuracy 

(4) metrics. The mathematical expressions for 

these metrics are as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
               (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
                    (2) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                 (3) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
× 100                    (4) 

Proposed model was trained and tested on Google 

Colab using the Keras [42] and Tensorflow [43] 

libraries. The dataset was split by 70% and 30% 

as training and test, and has been trained and 

tested with Xception, ResNet50V2 and VGG16 

architectures. 

The parameters for experiment, the number of epochs 

and batch size, were set to 50 and 16, respectively. 

Adadelta [44], Adam and SGD were chosen as 

optimizers for Xception, ResNet50V2 and VGG16 

transfer learning models, respectively, due to their 

better performance. Adadelta, Adam, and SGD were 

used with learning rates of 1.0, 0.0001, and 0.0001, 

respectively. Experiments related to models were run 

10 times. The average accuracy values for, Xception, 

ResNet50V2 and VGG16 were obtained as 98.89%, 

96.95% and 97.72%, respectively. Since Xception 

gives better results than the other two methods, this 

study focuses on the Xception model and its results. 

So the results related to Xception obtained from these 

10 experiments are shown in Table 1. 

Table 1 Experimental results of Xception network 

Exp. 

No 
Precision Recall F1-score 

Acc. 

(%) 

1 1.00 1.00 0.99 99.19 

2 0.99 0.99 0.99 98.79 

3 0.99 0.99 0.99 99.33 

4 0.99 0.99 0.99 98.93 

5 0.99 0.99 0.99 99.06 

6 0.98 0.98 0.98 97.72 

7 0.98 0.98 0.98 98.26 

8 0.99 0.99 0.99 99.46 

9 0.98 0.98 0.98 98.66 

10 1.00 1.00 1.00 99.59 

Ave. 0.99 0.99 0.99 98.89 

According to Table 1, covid and non-covid class 

images are classified with an average accuracy of 

98.89%. The best classification performance is 

obtained from the 10th experiment with an 

accuracy of 99.56%. The Receiver Operator 

Characteristic (ROC) curve is an evaluation 

metric often used in classification problems. It is 

created by plotting True Positive Rate against 

False Positive Rate at various threshold values. 

Area Under Curve (AUC) is a measure of the 

classifier's ability to distinguish between classes 

and takes values between 0 and 1. The closer the 
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AUC value to 1, the better the classifier's 

performance. The ROC curve for the model with 

the AUC values can be seen from Figure 5. 

Confusion matrix and accuracy-loss graphs of the 

model for experiment 10 are shown in Figures 6 

and 7, respectively. As seen from the confusion 

matrix, 375 of 376 images with covid and 367 of 

369 images without covid are classified correctly; 

that is, the recall values for the covid and non-

covid classes are calculated as 0.997 and 0.995, 

respectively. For this reason, the average recall 

values of the classes are stated as 1.00 in the Table 

1 due to the rounding of the numbers. 

In addition, the obtained classification results 

prove that even with a small number of FCNN 

layers and a small number of neurons such as 16 

used in this layer, covid and non-covid classes are 

distinguished from each other with high 

performance. 

 
Figure 5 ROC curve for the Xception model 

 
Figure 6 The confusion matrix of the 10th best 

performing experiment 

 

Figure 7 Accuracy and loss graphics of the classifier 

Since 2019, many studies have been carried out 

on different datasets in order to detect Covid-19 

from CT images with computer-aided 

technologies and help experts in the diagnosis of 

the disease. In these studies, both classical 

machine learning methods and frequently deep 

learning techniques were used. Table 2 shows the 

comparative results related to proposed study and 

other studies in the literature using the same 

dataset. As can be seen from Table 2, other studies 

have also used CNN-based deep learning; and the 

Xception model outperforms other models using 

the same dataset. 

Table 2 Performance comparison 

Authors Methods Acc. %) 

Soares et al. [29] xDNN 97.38 

Silva et al. [30] Modified EfficientB0 98.99 

Yazdani et al. [31] 

Attentional Residual 

Conv. Network 92.00 

Konar et al. [32] PQIS-Net 93.10 

Proposed Xception 99.59 
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4. CONCLUSION 

With the onset of the Covid-19 epidemic and its 

globalization, studies in the field of computer 

technologies have started and continue rapidly, as 

in other fields. The definitive diagnosis of Covid-

19 is possible with the RT-PCR test; however, this 

test gives results between 4 and 6 hours and this 

period is not too short. For this reason, computer-

aided technologies have begun to be produced 

that will help experts in the detection of the 

disease and give results within seconds. There are 

various transfer learning models in the literature. 

In this study, Xception, ResNet50V2 and VGG16 

models were examined. The models were trained 

and tested, on a public dataset of 2482 images. As 

a result, images belonging to the covid and non-

covid classes were classified with an average 

performance of 98.89%, 96.95% and 97.72% for 

the Xception, ResNet50V2 and VGG16 models, 

respectively.  Because it is more successful than 

other models, Xception is recommended as a 

transfer learning method for the detection of 

Covid-19. In addition, the best 99.59% 

classification performance was achieved with 

Xception. The achievements are at a level that can 

compared with the literature, and the proposed 

model gives better results than studies using the 

same dataset. This is promising in that the 

proposed model will assist experts in medical 

decision making.  

In future study, it is aimed to detect Covid-19 by 

applying hybrid models consisting CNNs on more 

data using data augmentation techniques. 
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