# GBS Operators of Bivariate Durrmeyer Operators on Simplex 

Harun Çiçek ${ }^{1 *}$, Aydın İzgi²,Mehmet Ayhan ${ }^{3}$


#### Abstract

We define GBS operators of Durrmeyer operators for bivariate functions on simplex and we give their approximations and rate of their approximations for B-continuous and B-differentiable functions. We show that the GBS type the operators of new Durrmeyer have better approximation than the new operators.


Keywords: Bivariate functions, Bögel continuous, Bögel differentiable, Durrmeyer operators on simplex, GBSoperators, Rate of approximation.
2010 AMS: 41A10, 41A25, 41A30
${ }^{1}$ Department of Mathematics, Faculty of Science and Arts, Harran University, Şanliurfa, Turkey, ORCID: https://orcid.org/0000-0003-3018-3015 ${ }^{2}$ Department of Mathematics, Faculty of Science and Arts, Harran University, Şanliurfa, Turkey, ORCID: https://orcid.org/0000-0003-3715-8621 ${ }^{3}$ Department of Mathematics, Faculty of Science and Arts, Harran University, Şanlıurfa, Turkey, ORCID: https://orcid.org/0000-0002-8904-9489 *Corresponding author: haruncicek@harran.edu.tr
Received: 4 May 2021, Accepted: 28 June 2021, Available online: 30 June 2021

## 1. Preliminaries

Polynomial approach and the classical approximation theory constitute a basic research area in applied mathematics. The development of the approximation theory played an important role in the numerical solution of partial differential equations, data processing sciences, and many other disciplines. For example, it is widely used in geometric modeling in the aerospace and automotive industries to calculate approximate values with basic functions. Work in this field goes back to the 18th century and still continues as a powerful tool in scientific calculations. Furthermore, it is used in civil engineering projects to analyze the energy efficiency and earthquake resistance data of different types of buildings in thermography calculations and earthquake engineering. The purpose of the approximation theory is to provide an approach between function spaces. In this context, the best approximation uses a linear positive operator. An operator that brings a function of positive value in one function space to another function of positive value in another function space is called a positive operator; whereas the operators that are both positive and linear are called linear positive operators. We will introduce a generalization of Bernstein operators that form the basis of linear positive operators. This new generalization to be defined will be a better version of Bernstein operators that contribute to all of the above mentioned fields of study. In this way, it is aimed to have a better approach. Before introducing the operator, if we need to talk about previous studies. Weierstrass, who laid the foundations of the approach with a linear positive operator, said in 1885, that each continuous function as an element of $\mathrm{C}[\mathrm{a}, \mathrm{b}$ ] was a sequence that could be approached with a polynomial in the same closed range, but he did not specify the properties of these sequences. In 1912 Bernstein, proved that the sequences in the Weierstrass theorem were the polynomials referred to by his name and exposed them as follows:

$$
B_{n}(h ; x)=\sum_{k=0}^{n}\binom{n}{k} x^{k}(1-x)^{n-k} h\left(\frac{k}{n}\right) .
$$

The modified Bernstein polynomials,

$$
D_{n}(f ; x)=(n+1) \sum_{k=0}^{n} \varphi_{n}^{k}(x)\left(\int_{0}^{1} \varphi_{n}^{k}(t) f(t) d t\right),(n \geq 1)
$$

where $\varphi_{n}^{k}(x)=\binom{n}{k} x^{k}(1-x)^{n-k},(0 \leq x \leq 1)$, were introduced by Durrmeyer [1] and Deriennic [2] gave some results on approximation of function $f$ on $[0,1]$ by (1)

In [2], it is shown that,for $m \in \mathbb{N}$

$$
D_{n}\left(t^{m} ; x\right)=\frac{(n+1)!}{(n+m+1)!} \sum_{r=0}^{m}\binom{m}{r} \frac{m!}{r!} \frac{n!}{(n-r)!} x^{r} .
$$

Denoting by $\Delta=\{(x, y): x \geq 0, y \geq 0$ and $x+y \leq 1\}$. Singh [3]defined new class of positive linear operators of order $n$ on $\Delta$ by

$$
\begin{equation*}
S_{n}(f ; x, y)=\frac{(n+2)!}{n!} \sum_{k=0}^{n} \sum_{j=0}^{n-k} P_{n, k, j}(x, y) \iint_{\Delta} P_{n, k, j}(u, v) f(u, v) d u d v \tag{1.1}
\end{equation*}
$$

where $P_{n, k, j}(x, y)=\binom{n}{k}\binom{n-k}{j} x^{k} y^{j}(1-x-y)^{n-k-j}$. Singh proved some results on approximation of function $f$ on $\Delta$ by (1.1).

Define $e_{i}:=e_{i}(x)=x^{i}, E_{i}:=E_{i}(u, x)=(u-x)^{i}, e_{i j}:=e_{i j}(x, y)=x^{i} y^{j}$ and $E_{i j}:=E_{i j}(u, v ; x, y)=(u-x)^{i}(v-y)^{j}$.
Lemma 1.1: ([3])

$$
S_{n}\left(u^{p} v^{q} ; x, y\right)=\frac{(n+2)!}{(n+p+q+2)!} \sum_{r=0}^{p} \sum_{l=0}^{q}\binom{p}{r}\binom{q}{l} \frac{p!q!}{r!l!} x^{r} y^{l}
$$

In particular,

$$
\begin{align*}
& S_{n}\left(e_{00} ; x, y\right)=1, \\
& S_{n}\left(e_{10} ; x, y\right)=\frac{n x+1}{n+3}, \\
& S_{n}\left(e_{01} ; x, y\right)=\frac{n y+1}{n+3},  \tag{1.2}\\
& S_{n}\left(e_{20} ; x, y\right)=\frac{n(n-1) x^{2}+4 n x+2}{(n+3)(n+4)},  \tag{1.3}\\
& S_{n}\left(e_{02} ; x, y\right)=\frac{n(n-1) x^{2}+4 n x+2}{(n+3)(n+4)},  \tag{1.4}\\
& S_{n}\left(e_{30} ; x, y\right)=\frac{n(n-1)(n-2) x^{3}+9 n(n-1) x^{2}+18 n x+6}{(n+3)(n+4)(n+5)}, \\
& S_{n}\left(e_{03} ; x, y\right)=\frac{n(n-1)(n-2) y^{3}+9 n(n-1) y^{2}+18 n y+6}{(n+3)(n+4)(n+5)}, \\
& S_{n}\left(e_{40} ; x, y\right)=\frac{\alpha_{n}(3) x^{4}+16 \alpha_{n}(2) x^{3}+72 \alpha_{n}(1) x+24}{(n+3)(n+4)(n+5)(n+6)},
\end{align*}
$$

$$
\begin{aligned}
& S_{n}\left(e_{04} ; x, y\right)=\frac{\alpha_{n}(3) y^{4}+16 \alpha_{n}(2) y^{3}+72 \alpha_{n}(1) y+24}{(n+3)(n+4)(n+5)(n+6)} \\
& S_{n}\left(E_{20} ; x, y\right)=\frac{2\left[1+(n-4) x-2(n-6) x^{2}\right]}{(n+3)(n+4)} \\
& S_{n}\left(E_{02} ; x, y\right)=\frac{2\left[1+(n-4) y-2(n-6) y^{2}\right]}{(n+3)(n+4)} \\
& S_{n}\left(E_{40} ; x, y\right)=\frac{12\left[a_{n} x^{4}-2 b_{n} x^{3}+a_{n} x^{2}+6(n-2) x+2\right]}{(n+3)(n+4)(n+5)(n+6)}
\end{aligned}
$$

and

$$
S_{n}\left(E_{04} ; x, y\right)=\frac{12\left[a_{n} y^{4}-2 b_{n} y^{3}+a_{n} y^{2}+6(n-2) y+2\right]}{(n+3)(n+4)(n+5)(n+6)}
$$

where $\alpha_{n}(p)=\frac{n!}{(n-p-1)!}, a_{n}=\left(n^{2}-31 n+30\right)$, and $b_{n}=\left(n^{2}-28 n+20\right)$. For all $x \in[0,1]$ we have,

$$
S_{n}\left(E_{20} ; x, y\right) \leq \begin{cases}\frac{1}{15}, & n=6 \\ \frac{4}{5}, & n<6 \\ \frac{n+6}{(n+3)(n+4)}, & n>6\end{cases}
$$

The situation for $S_{n}\left(E_{02} ; x, y\right)$ is the same (11). It is easy to see that

$$
\frac{24}{(n+3)(n+4)}<\frac{12}{5(n+3)}
$$

for all $n>6$.
And also for all $x \in[0,1]$ we have,

$$
S_{n}\left(E_{40} ; x, y\right) \leq \begin{cases}\frac{15}{32}, & n \leq 30 \\ \frac{24}{(n+3)(n+4)} & , n>30\end{cases}
$$

The situation for $S_{n}\left(E_{04} ; x, y\right)$ is the same (12). It is easy to see that

$$
\frac{24}{(n+3)(n+4)}<\frac{12}{17(n+3)}
$$

for all $n>30$.
Our aim is to extend the operator (1.1) to case B-continuous (Bögel continuous) functions. The term "B-continous" first was introduced by K. Bögel ([4], [5]). And then we shall present a GBS (Generalized Bögel Sum) operator of (1.1) and some approximation of properties of this operator. The term GBS(Generalized Boolean Sum) operators were introduced by Dobrescu and Matei [7]. The analogous of the well-known Korovkin theorem for approximation of B-continuous functions using GBS operators was given by C.Badea, I. Badea and H. Gonska [8]. The analogous of first modulus of continuity for bivariate B-continuous functions which is named "mixed modulus of smoothness" was introduced by I. Badea[9]. (see Also H . H. Gonska[10] , C.Badea and C. Cottin [11]).

We show that the operators (2.1) (GBS type the operators of (1.1)) have better approximation than the operators (1.1) in fügures and numerical values.

Definition 1.1:
a) ([4], [5]) A function $f$ is called a B-Continuous function in $\left(x_{0}, y_{0}\right) \in X \times Y$ if

$$
\lim _{(x, y) \rightarrow\left(x_{0}, y_{0}\right)} \Delta f\left[(x, y),\left(x_{0}, y_{0}\right)\right]=0 .
$$

where $\Delta f\left[(x, y),\left(x_{0}, y_{0}\right)\right]=f(x, y)-f\left(x_{0}, y\right)-f\left(x, y_{0}\right)+f\left(x_{0}, y_{0}\right)$ represents the mixed difference of $f$.
b) ([9]).Let $f \in B_{b}(X \times Y)$. For any $\left(\delta_{1}, \delta_{2}\right) \in \mathbb{R}_{0,+}^{2}$, the mixed modulus of smoothness is the function $\omega_{\text {mixed }}\left(f ; \delta_{1}, \delta_{2}\right)$ : $\mathbb{R}_{0,+}^{2} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\omega_{\text {mixed }}\left(f ; \delta_{1}, \delta_{2}\right)=\sup \left\{|\Delta f[(x, y),(u, v)]|:|u-x| \leq \delta_{1},|v-y| \leq \delta_{2}\right\} \tag{1.5}
\end{equation*}
$$

where $\mathbb{R}_{0,+}:=[0, \infty)$.
c) ([6]) A function $f$ is called a B-Differentiable function in $\left(x_{0}, y_{0}\right) \in X \times Y$ if the following limit is exist and finite,

$$
\lim _{(x, y) \rightarrow\left(x_{0}, y_{0}\right)} \frac{\Delta f\left[(x, y),\left(x_{0}, y_{0}\right)\right]}{(x-y)\left(x_{0}-y_{0}\right)} .
$$

This B-Differentiable of $f$ in $\left(x_{0}, y_{0}\right)$ is denoted by $D_{B} f\left(x_{0}, y_{0}\right)$.
Let $F$ be the class of all functions $f: X \times Y \rightarrow \mathbb{R}$. Then we use subsets of $F$ which are given in the following:

$$
B(X \times Y)=\{f \in F: f \text { bounded on } X \times Y\}
$$

with usual sup-norm $\left\|\left\|\|_{\infty}\right.\right.$.

$$
B_{b}(X \times Y)=\left\{f \in F:\left|\Delta f\left[(x, y),\left(x_{0}, y_{0}\right)\right]\right| \leq K, \text { on } X \times Y, K>0\right\}
$$

is called $B$-bounded functions class with the norm

$$
\begin{aligned}
& \left\|\|_{b}=\sup _{(x, y),\left(x_{0}, y_{0}\right) \in X \times Y}\left|\Delta f\left[(x, y),\left(x_{0}, y_{0}\right)\right]\right| .\right. \\
& \begin{aligned}
C_{b}(X \times Y) & =\{f \in F: f \text { is } B-\text { Continuous on } X \times Y\}, \\
D_{b}(X \times Y) & =\{f \in F: f \text { is } B-\text { Differentable on } X \times Y\}
\end{aligned}
\end{aligned}
$$

If $f: X \times Y \rightarrow \mathbb{R}$ is a continuous function in $\left(x_{0}, y_{0}\right)$, it is also B -Continuous function in $\left(x_{0}, y_{0}\right)$. A B-continuous function is not necessarily continuous(in usual sense), but the converse is true.

The approximation theorems for bivariate functions were first given by Volkov in [12] and approximation of the GBS operators of associate with operators of two variables were established by [8].

The term GBS(Generalized Boolean Sum) operators were introduced by Badea and Kottin as the following [11]
Definition 1.2. Let $L: C_{b}(X \times Y) \rightarrow B(X \times Y)$ be a linear positive operator. The operator $U L: C_{b}(X \times Y) \rightarrow B(X \times Y)$ is defined by

$$
(U L f)(x, y)=(L(f(\bullet, y)+f(x, *)-f(\bullet, *)))(x, y)
$$

is called the GBS operator associated to the operator L, where " $\bullet$ " and " $*$ " stand for the first and second variable respectively.
From now on, we write $L(f(u, v) ; x, y)$ and

$$
U L(f(u, v) ; x, y)=L((f(u, y)+f(x, v)-f(u, v)) ; x, y)
$$

instead of (1.2).
Theorem 1.1. ([8].) Let $a, b, c, d$ be real numbers satisfying the inequalities $a<b, c<d$ and let $\left(T_{n, m}\right)\left(n, m \in \mathbb{Z}^{+}\right)$be a sequence of bivariate linear positive operators, applying $C([a, b] \times[c, d])$ into itself. Suppose the following relations hold for any $(x, y) \in[a, b] \times[c, d]$.
i) $T_{n, m}\left(e_{00} ; x, y\right)=1$,
ii) $T_{n, m}\left(e_{10} ; x, y\right)=x+u_{n, m}(x, y)$,
iii) $T_{n, m}\left(e_{01} ; x, y\right)=y+v_{n, m}(x, y)$,
iv) $T_{n, m}\left(e_{20}+e_{02} ; x, y\right)=x^{2}+y^{2}+w_{n, m}(x, y)$

If each of the sequence of $u_{n, m}(x, y), v_{n, m}(x, y)$ and $w_{n, m}(x, y)$ converges to zero uniformly as $n \rightarrow \infty, m \rightarrow \infty$, then the sequence $\left(T_{n, m}^{*}\right)\left(n, m \in \mathbb{Z}^{+}\right)$converges to $f$ uniformly on $[a, b] \times[c, d]$, where $T_{n, m}^{*}$ represent the GBS operator associate with $T_{n, m}$

Theorem 1.2 ([12] ). Let $T: C([a, b] \times[c, d]) \rightarrow C([a, b] \times[c, d])$ be a linear positive operator and $T^{*}$ the GBS operator associate with $T$.

Then, for any $f \in C([a, b] \times[c, d]),(x, y) \in[a, b] \times[c, d]$ and $\delta_{1}, \delta_{2}>0$, the following holds

$$
\begin{align*}
\left|T^{*}(f(u, v) ; x, y)-f(x, y)\right| \leq & |f(x, y)|\left|1-T\left(e_{00} ; x, y\right)\right|+\left\{\left|T\left(e_{00} ; x, y\right)\right|+\frac{1}{\delta_{1}} \sqrt{T\left(E_{20} ; x, y\right)}+\frac{1}{\delta_{2}} \sqrt{T\left(E_{02} ; x, y\right)}\right. \\
& \left.+\frac{1}{\delta_{1} \delta_{2}} \sqrt{T\left(E_{20} ; x, y\right) T\left(E_{02} ; x, y\right)}\right\} \omega_{\text {mixed }}\left(\delta_{1}, \delta_{2}\right) . \tag{1.6}
\end{align*}
$$

Theorem 1.3 ([4], [5], [6]). Let $f:[u, v] \times[x, y] \rightarrow \mathbb{R}$ be a function. If $f$ is $B$-differentiable on $[u, v] \times[x, y]$, there exist $\left(x_{0}, y_{0}\right) \in(u, v) \times(x, y)$ such that

$$
\Delta f[(u, v),(x, y)]=(u-x)(v-y) D_{B} f\left(x_{0}, y_{0}\right) .
$$

Theorem 1.4([13]).Let $T: C_{b}(X \times Y) \rightarrow B(X \times Y)$ be a linear positive operator and $U T: C_{b}(X \times Y) \rightarrow B(X \times Y)$ the associated GBS operator. Then for any $f \in D_{b}(X \times Y)$ with $D_{B} f \in B(X \times Y)$, any $(x, y) \in X \times Y$ and $\delta_{1}, \delta_{2}>0$, we have

$$
\begin{aligned}
|U T(f(u, v) ; x, y)-f(x, y)| \leq & |f(x, y)|\left|1-T\left(e_{00} ; x, y\right)\right|+3\left\|D_{B} f\right\|_{\infty} \sqrt{T\left(E_{20} ; x, y\right) T\left(E_{02} ; x, y\right)} \\
& +\left[\sqrt{T\left(E_{20} ; x, y\right) T\left(E_{02} ; x, y\right)}+\frac{1}{\delta_{1}} \sqrt{T\left(E_{40} ; x, y\right) T\left(E_{02} ; x, y\right)}\right. \\
& \left.+\frac{1}{\delta_{2}} \sqrt{T\left(E_{20} ; x, y\right) T\left(E_{04} ; x, y\right)}+\frac{1}{\delta_{1} \delta_{2}} T\left(E_{20} ; x, y\right) T\left(E_{02} ; x, y\right)\right] \omega_{\text {mixed }}\left(D_{B} f, \delta_{1}, \delta_{2}\right) .
\end{aligned}
$$

## 2. Representation of bivariate GBS operator of Durrmeyer operator

For any $f \in C_{b}(\Delta),\left(C_{b}(\Delta)\right.$ is the class of all B-continuous functions on $\left.\Delta\right)$, representation of bivariate GBS operator of Durrmeyer operator is

$$
\begin{equation*}
F_{n}(f ; x, y)=\frac{(n+2)!}{n!} \sum_{k=0}^{n} \sum_{j=0}^{n-k} P_{n, k, j}(x, y) \iint_{\Delta} P_{n, k, j}(u, v)[f(u, y)+f(x, v)-f(u, v)] d u d v \tag{2.1}
\end{equation*}
$$

It is easy to see $F_{n}(f ; x, y)$ is linear positive operator. Taking into account the relations (1.3), (1.4) and applying Theorem 1.1 we obtain the following theorem.

Theorem 2. 1: The sequence $\left(F_{n}\right)_{n \in \mathbb{N}}$ converges to any $f \in C_{b}(\Delta)$ uniformly.
It easy t see the following relation:

$$
F_{n}\left(u^{i} v^{j} ; x, y\right)=x^{i} y^{j} \text { for all } i, j=0,1,2, \ldots
$$

That means there is no approximation for any usual continuous function $f$ on $[0,1]$. Mean $F_{n}(f ; x, y)=f$ for all $f \in C(\Delta)$.

Theorem 2. 2 : If $f \in C_{b}(\Delta)$, then for any $(x, y) \in \Delta$, the following relation holds for all $n>6$ :

$$
\left|F_{n}(f(u, v) ; x, y)-f(x, y)\right| \leq \frac{11}{2} \omega_{\text {mixed }}\left(f ; \sqrt{\frac{1}{n+3}}, \sqrt{\frac{1}{n+3}}\right)
$$

Proof: Applying Theorem 1.2 , Lemma 1.1 and (11*) we have

$$
\begin{aligned}
\left|F_{n}(f(u, v) ; x, y)-f(x, y)\right| \leq & \left(\frac{1}{\delta_{1}} \sqrt{S_{n}\left(E_{20} ; x, y\right)}+\frac{1}{\delta_{2}} \sqrt{S_{n}\left(E_{02} ; x, y\right)}+\frac{1}{\delta_{1} \delta_{2}} \sqrt{S_{n}\left(E_{20} ; x, y\right) S_{n}\left(E_{02} ; x, y\right)}\right) \omega_{\text {mixed }}\left(f ; \delta_{1}, \delta_{2}\right) \\
\leq & \left(\frac{1}{\delta_{1}} \sqrt{\frac{2\left[1+(n-4) x-2(n-6) x^{2}\right]}{(n+3)(n+4)}}+\frac{1}{\delta_{2}} \sqrt{\frac{2\left[1+(n-4) x-2(n-6) x^{2}\right]}{(n+3)(n+4)}}\right. \\
& \left.+\frac{1}{\delta_{1} \delta_{2}} \sqrt{\frac{2\left[1+(n-4) x-2(n-6) x^{2}\right]}{(n+3)(n+4)}} \cdot \sqrt{\frac{2\left[1+(n-4) x-2(n-6) x^{2}\right]}{(n+3)(n+4)}}\right) \omega_{\text {mixed }}\left(f ; \delta_{1}, \delta_{2}\right) \\
\leq & \left(\frac{1}{\delta_{1}} \sqrt{\frac{12}{5}} \sqrt{\frac{1}{n+3}}+\frac{1}{\delta_{2}} \sqrt{\frac{12}{5}} \sqrt{\frac{1}{n+3}}+\frac{1}{\delta_{1} \delta_{2}} \frac{12}{5} \sqrt{\frac{1}{n+3}} \sqrt{\frac{1}{n+3}}\right) \omega_{\text {mixed }}\left(f ; \delta_{1}, \delta_{2}\right)
\end{aligned}
$$

If we choose $\delta_{1}=\sqrt{\frac{1}{n+3}}$ and $\delta_{2}=\sqrt{\frac{1}{n+3}}$, we get

$$
\left|F_{n}(f(u, v) ; x, y)-f(x, y)\right| \leq\left(2 \sqrt{\frac{12}{5}}+\frac{12}{5}\right) \cdot \omega_{\text {mixed }}\left(f ; \delta_{1}, \delta_{2}\right)
$$

and consider $2 \sqrt{\frac{12}{5}}+\frac{12}{5}<\frac{11}{2}$, then the proof is beeing comlated.
Theorem 2. 3 : If $f \in D_{B}\left(\mathbb{R}_{0,+}^{2}\right)$ with $D_{B} f \in B\left(\mathbb{R}_{0,+}^{2}\right)$, then for any $(x, y) \in \Delta$ and $n>30$,

$$
\left|F_{n}(f(u, v) ; x, y)-f(x, y)\right| \leq \frac{36\left\|D_{B} f\right\|_{\infty}}{5(n+3)}+\frac{17}{10} . \omega_{\text {mixed }}\left(D_{B} f ; \sqrt{\frac{1}{n+3}}, \sqrt{\frac{1}{n+3}}\right) .
$$

Proof: Applying Theorem 1.4 and Lemma 1.1 ( $11^{*}$ and $12^{*}$ ), we have

$$
\begin{aligned}
\left|F_{n}(f(u, v) ; x, y)-f(x, y)\right| \leq & 3\left\|D_{B} f\right\|_{\infty} \sqrt{\frac{2\left[1+(n-4) x-2(n-6) x^{2}\right]}{(n+3)(n+4)}} . \\
& \times \sqrt{\frac{2\left[1+(n-4) x-2(n-6) x^{2}\right]}{(n+3)(n+4)}} . \\
& +\left[\sqrt{\frac{2\left[1+(n-4) x-2(n-6) x^{2}\right]}{(n+3)(n+4)}} \sqrt{\frac{2\left[1+(n-4) x-2(n-6) x^{2}\right]}{(n+3)(n+4)}}\right. \\
& +\frac{1}{\delta_{1}} \sqrt{\frac{12\left[a_{n} x^{4}-2 b_{n} x^{3}+a_{n} x^{2}+6(n-2) x+2\right]}{(n+3)(n+4)(n+5)(n+6)}} \sqrt{\frac{2\left[1+(n-4) y-2(n-6) y^{2}\right]}{(n+3)(n+4)}} \\
& +\frac{1}{\delta_{2}} \sqrt{\frac{2\left[1+(n-4) x-2(n-6) x^{2}\right]}{(n+3)(n+4)}} \cdot \sqrt{\frac{12\left[a_{n} y^{4}-2 b_{n} y^{3}+a_{n} y^{2}+6(n-2) y+2\right]}{(n+3)(n+4)(n+5)(n+6)}} \\
& \left.+\frac{1}{\delta_{1} \delta_{2}} \cdot \frac{2\left[1+(n-4) x-2(n-6) x^{2}\right]}{(n+3)(n+4)} \frac{2\left[1+(n-4) y-2(n-6) y^{2}\right]}{(n+3)(n+4)}\right] \omega_{\text {mixed }}\left(D_{B} f, \delta_{1}, \delta_{2}\right) . \\
\left|F_{n}(f(u, v) ; x, y)-f(x, y)\right| \leq & \frac{36\left\|D_{B} f\right\|_{\infty}+\left[\frac{12}{5(n+3)}+\right.}{5(n+3)}+ \\
& +\frac{1}{\delta_{1}} \sqrt{\frac{12}{17(n+3)} \frac{12}{5(n+3)}}+\frac{1}{\delta_{2}} \sqrt{\frac{12}{17(n+3)} \frac{12}{5(n+3)}} \\
& \left.+\frac{1}{\delta_{1} \delta_{2}} \cdot \frac{12}{5(n+3)} \frac{12}{5(n+3)}\right] \omega_{\text {mixed }}\left(D_{B} f, \delta_{1}, \delta_{2}\right)
\end{aligned}
$$

If we choose $\delta_{1}=\sqrt{\frac{1}{n+3}}$ and $\delta_{2}=\sqrt{\frac{1}{n+3}}$ and take into account that $\frac{1}{n+3}<\frac{1}{33}$ for $n>30$, then we get desired result.

## 3. Conclusion

As a result, it is seen that the operator defined in GBS format takes a better approximation. In order to more visibly show that this approximation is better, a numerical value table with the margin of error and a graph can be drawn at different points.
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