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Abstract
Optimization models enable organizations to find the best solution and respond to the demand from an uncertain 
environment and stochastic process promptly and with less engineering effort.  This study aims to optimize the number 
of seasonal agents and customer prioritization needed for a call center system using big data analytics and discrete 
event simulations to improve customer satisfaction. The study was carried out based on data from a leading heating and 
ventilation company’s call center. The K-means clustering technique was used to determine customer segmentation on 
6-million-customer data. For prioritization, the making of a Recency-Frequency-Monetary (RFM) analysis was applied. 
The system was modeled using ARENA simulation software, and performance parameters were measured depending on 
the segments obtained. The results show that the simulation model performed with data analytics gives better results for 
a beneficial financial impact with numerical values   in customer prioritization, reducing the average waiting time of the 
most prioritized customers by more than 90%, and for the least prioritized customers, it increased the average waiting 
time by approximately just 40%. However, with the company segments, the increase in the average waiting time of the 
least prioritized customers was approximately 300%.
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Introduction

Call centers have become the heart of the service sector, which aims to manage customer 
interactions to sustain operations (Ma, J. et al., 2011). It serves a function in determining cus-
tomer loyalty and satisfaction with a company. It is strategically vital (Anton, 2000) as call 
center management is a communication channel where companies directly contact customers 
(K.J. et al., 2004; Saberi et al., 2017). To effectively and efficiently manage the call centers, 
companies must carefully analyze the relevant parameters, processes, logic, and relationships 
to perform effective management. (Mehrotra and Fama, 2003; Feinberg et al., 2000). The 
process is that customers call the call centers, ask questions about their challenges, compla-
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ints, or the needed solutions for their problems. The company must attach importance to call 
centers because if customers are not satisfied, there might be a direct loss for a business, i.e., 
unsatisfied customers may not make repurchases (Feinberg et al., 2000). 

Data Analytics is commonly used to analyze and understand customer data. Customer 
segmentation is an essential technique to gain insight on customer behaviors for decision 
making and developing strategy. Segmentation divides customers into discrete, homogenous 
customer groups based on similar characteristics or purchasing preferences. (Hassan, M. M., 
and Tabasum, M., 2018)

Discrete-Event Simulation (DES), which is one of the strategic management tools, is use-
ful in decision-making by looking at problems as a whole and expressing all the relationships, 
interactions, and uncertainty sets (Arora, 2007). The simulation is appropriate for analyzing 
the relationships which are significant for call center management, such as waiting time in 
queues, source management, utilization, etc. Since DES is very popular in assessing and op-
timizing stochastic processes, a wide variety of applications exist in the literature. Some of 
them are as follows: optimization of raw material allocation process (Windisch et al., 2015), 
increasing operational and manufacturing efficiency (Troncoso-Palacio et al., 2018; Riskada-
yanti et al., 2019; Knapčíková et al., 2020), optimization of transportation problems (Afrapoli 
et al., 2019; Behiri et al., 2018), line balancing (Bongomin et al., 2020; Yemane et al., 2020), 
and stock management (Gittins et al., 2020; Amorim‐Lopes et al. 2021).

This study developed a DES model with data analytics to increase customer satisfaction 
by determining the number of agents needed and the most appropriate segment for a real-life 
call center. To the best of our knowledge, this is the first study to assess call center performan-
ce management by using simulation and data mining in the literature. The proposed model is 
believed to be a guide for call center managers and performance management professionals.

The call center of one of the leading companies in the heating, cooling, and air-con-
ditioning sector was selected as a case study. This company receives almost 3.5 million 
calls during the year from among their 6-million customers. Due to long waiting times, we 
constructed data-driven customer segmentation applying k-means clustering on the 6-milli-
on-customer data and the prioritization making recency-frequency-monetary (RFM) analy-
sis. Then, we compared data-driven segments with the current company segments using a 
simulation methodology. As a result of the study, the proposed model makes the company 
serve valuable customers with a waiting time of fewer than 5 seconds, reducing the num-
ber of agents by 15%, saving labor costs, and making data-driven customer segmentation 
prioritization. The research conducted within this research scope clearly shows that big 
data methods give better results than expert approaches in prioritizing customers. For this 
reason, extensive data analysis will be inevitable before the simulation or any optimization 
method to be implemented. 
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The research methodology of this study is represented in Figure 1. The literature review 
includes current studies in call center management through google scholar and web of sci-
ence. Then, the data analysis phase is processed for input data such as interarrival time and 
process time. For seasonality and dependency, time series graphs were created, and autocor-
relation tests were made from the data, respectively. Next, K-Means and clustering were app-
lied to the customer data for segmentation after k was defined by using the Elbow Method. 
Then, the RFM Method was used to prioritize the clusters which were a result of clustering. 
Another important step was DES Modelling. In this step, firstly, suitable distributions were 
determined through the input analyzer, homogeneity tests were checked, and then, the pro-
cess was modeled via ARENA simulation software. After the verification and validation tests 
on the developed model were successful, the scenario analysis step was started. Finally, the 
scenario analysis was done based on the performance parameters, and then, alternative sce-
narios were compared. 

Figure 1. Research Methodology Diagram

The rest of the paper is organized following the strengthening of the reporting of empirical 
simulation studies (STRESS) guidelines (Monks et al., 2019). STRESS guidelines include 
the literature review section, which demonstrates the current applications of call center mana-
gement in the literature; the objectives section, which explains the purpose and the expectati-
ons of the study; the logic and scenario logic sections, which contain the current and scenario 
logics and explain the differences between the two models; the data section, which contains 
parameters and assumptions for the model; the experimentation section, which shows the 
initialization parameters of the simulation model; the implementation section, which shows 
the technical background for the running of the simulation model; the result section, which 
contains the comparison of model outputs; and the conclusion section, which includes the 
inferences made by the study, respectively (Monks et al., 2019).
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Literature Review

In the literature, there are several studies related to performance management at call 
centers. Legros et al. (2017) enhanced a Markov chain method that evaluated a call center 
model’s performance, which provides a feature of converting an incoming call to an outgoing 
call for performance evaluation and queue optimization (Legros et al., 2017).  Van Buuren 
et al. (2017) investigated and equated three discrete-event simulation models for emergency 
department call centers and then obtained some inferences on how to decrease response time. 
Simulation is a convenient way to evaluate a call center system’s performance since it allows 
examining the different scenarios and can be combined with data analysis (Lam and Lau, 
2004; Doomun and Jungum, 2008).

Ibrahim et al. (2016) reviewed the literature on forecasting and modeling call arrivals, 
discussed the critical points for structuring a qualified statistical arrival model, and measured 
the proportions of forecasting precision. These values were obtained from call center data, 
which was collected in real life. Moreover, they stated that to achieve better forecasting ac-
curacy and effective operational decisions, call center arrivals to play an important role were 
based on scheduling, routing, and staffing. Aktekin (2014) studied how to reduce the paucity 
of studies on the uncertainty of input distributions and their impact on call center manage-
ment. Then, he observed that different customer profiles require other agent skills. Thus, the 
anticipation of service distribution may decrease. 

Alotaibi and Liu (2013) developed a new numerical model to improve the average waiting 
times of a telecommunications contact center by prioritizing customer groups. The authors 
primarily aimed to improve the customer satisfaction of customer groups with high priority, 
and they optimized the waiting times of prioritized groups using the proposed model. Ab-
dullateef et al. (2010) proposed a conceptual framework for a customer contact center. They 
aimed to evaluate the critical factors of sufficient caller satisfaction and service delivery. They 
stated that, in addition to a well-performed first call experience, the four primary elements 
(client, technology, process, and people) have a crucial role in caller satisfaction. Koole and 
Pot (2005) committed a model that assigning jobs to employees in multi-skill call centers 
often occurs according to priority routing policies in conjunction with agent groups. They 
observed that, compared to the initial model, assigning calls to specialists reduces the average 
queue length by 50 percent.

To understand customer behavior, customer profiles should be determined (Farruh, 2019; 
Anshari et al., 2019, Thomas and Shirani, 2020; Greco and Polli, 2020; Gayathri et al., 2020). 
Determining customer profiles includes five models: segmentation, customer profitability, 
customer retention, customer clustering, and response analysis (Hahnke, 2001). Customer 
segmentation is an essential technique to understand customer behavior for decision making 
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and developing strategy. Segmentation divides customers into discrete, homogenous custo-
mer groups based on the similarity of characteristics or purchasing preferences (Hassan, M. 
M., and Tabasum, M., 2018; Carnein and Trautmann, 2019; Hung et al., 2019). Customer 
clustering finds similarities/relationships between data sets using data mining techniques and 
uses those similarities to create meaningful clusters (Saglam et al., 2006; Shih et al., 2010; 
Rudskaia and Eremenko, 2019). Clustering analysis divides the data records into classes, but 
the same class data are very similar while the data in different classes are quite distinct (Kle-
ment, P., and Snášel, V., 2011; Jintana and Mori, 2019).

In addition to the importance of understanding the customer for call center performance, 
simulating the process of a call center is another critical point to see the current performance 
and improve it. Avramidis and L’Ecuyer (2005) mentioned the importance of call centers 
for companies and explained why call centers need simulations. The main reasons were the 
complexity of call center problems and a simulation’s capability of solving complex prob-
lems straightforwardly (Calis, 2016). It was observed in this study that simulations benefited 
companies as follows: Companies can see the effects of the changes they plan to make wit-
hout interrupting operations. The call center is finally emerging as a manageable, responsive, 
and customizable strategic weapon with simulation. Mehrotra and Fama (2003) studied how 
call centers use simulations to overview call center simulation models, emphasizing characte-
ristic inputs and data sources, modeling challenges, and critical model outputs. They created a 
simulation model and determined routing strategies for a call center using simulation results 
obtained from 3 different agent groups.

Objectives

The study was conducted based on the data of a leading heating and ventilation company’s 
call center. The company is a leading company in international markets for heating and ven-
tilation technology and serves Turkey within regional offices with authorized dealers and ser-
vice technicians. The company’s call center receives almost 3.5M calls during the year. This 
study aims to propose a model to increase customer satisfaction through the determination of 
the most suitable segment and needed number of agents for the system.  

Logic

In this part of the research, the current system analysis and segments defined by the com-
pany are presented. Then, the results obtained from big data analytics and the analyses made 
in this context are explained. Finally, the findings obtained by comparative simulation analy-
zes are shared.
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Base Model Overview
In the company’s current model, the customer arrives and directly goes to the interactive 

voice response (IVR) system, which is an automatic speech system that is used to orient cus-
tomers for the process (Dillman et al., 2009). In the company’s call center, every customer is 
delayed on IVR for 47 seconds. After IVR, some calls miss, and some of them go to the call 
process. Then, the customer leaves. Segments defined by the company are given in Table 1

Table 1
Customer segments determined by the company
Segment Name Rules Call Priority
S1: Exclusive Device 
Customer Customers who have bought determined prioritized hero products. 1

S2: Contracted Loyal 
Customer

Customers who have purchased a maintenance contract for at least six 
years at one time or during each renewal period. 2

S3: Contracted Customer
Customers who have purchased a maintenance contract for one year or 

have purchased a product with no warranty agreement and receive mainte-
nance or breakdown service for three consecutive years.

3

S4: Inactive Customer Customers who purchased a product more than five years ago with no 
purchase in the past five years. 4

Data Mining and Customer Segmentation
With technological developments and digital transformation in this age, data grows, and 

the importance of using data correctly increases (David, 2013; Verhoef et al., 2019).  As data 
grows, it becomes more complex and incomprehensible (Erevelles et al., 2016; Şen et al., 
2019; Uslu & Fırat, 2019). Companies that cannot improve toward analyzing and using big 
data may have difficulty keeping up with the trend in terms of competition and performance 
(Watson, 2012; Uslu, 2020). 

The research aims to form customer groups based on their characteristics to prioritize 
them in the call center. This process is called customer segmentation, which is defined by 
Tsiptsis and Chorianopoulos (2011) as a division process of customers into homogeneous 
groups based on their behaviors. Since firms have recently obtained vast customer data, data 
mining is becoming an appropriate way to analyze it (Rygielski et al., 2002).

In the literature, several studies about customer segmentation exist. When those studies 
are examined in detail, it can be seen that some researchers analyze behavioral features of 
clusters after clustering. Rajagopal (2011) used customer clustering to identify five customer 
groups using a determined number of clusters. After the author determined the clusters, he 
analyzed their profit profiles using Search Query Language (SQL) to see their lifetime value. 
Farajian and Mohammadi (2010) analyzed the attitudes of banking customers using cluste-
ring and association rule techniques. In the clustering section, first, they applied K-means 
clustering, and they supposed that k equaled 3. Then, they calculated Recency, Frequency, 
and Monetary (RFM) scores to reach the meanings of clusters.
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Additionally, clustering is applied after analyzing behaviors using some specific tech-
niques by some researchers. Shih and Liu (2003) made K-means clustering based on 
RFM weights, and they determined k as 8. Then, they ranked the clusters in terms of 
customer lifetime value. Namvar et al. (2010) made customer clustering using demog-
raphic variables on the data of Iranian bank customers. First, they calculated the RFM 
scores of each customer, and then, they used K-means clustering with 9 clusters. In this 
project, first, segmentation would be made based on customer transaction data using 
K-means clustering in R programming language; then, the prioritization would be made 
using RFM Analysis. 

For the customer segmentation, the disinfected customer data taken from the company con-
tained 6,030,355 customers, and 16 attributes of each customer were used applying k-means 
clustering and RFM analysis. K-means methodology is one of the most common methods 
used for customer clustering (Figueiredo et al., 2003; Niyagas et al., 2006; Windorto et al., 
2019; Maheshwari et al., 2019; Rojlertjanya, 2019; Gustriansyah et al., 2020; Mousavi et al., 
2020; Nugraha, 2020). The primary purpose of the k-means clustering is to form clusters that 
“minimize the squared error criterion” using the predetermined number of k values, which 
represents the number of clusters (Ye et al., 2013). To obtain an optimal number of clusters, 
the Elbow Method’s interpretation would be appropriate before applying k-means clustering 
(Bholowalia and Kumar, 2014; Syakur et al., 2018; Anuşlu and Fırat, 2019; Nainggolan et al., 
2019; Cui, 2020; Liu and Deng, 2020; Umargono et al., 2020). 

For the clustering phase, the following variables were used: number of products, agree-
ment contracts, number of maintenance contracts, and duration of agreement contracts. First, 
the Elbow method was applied, and the optimal value of k was found as 8. Then, using the 
optimum k-value and k-means clustering, data-driven segments were obtained.

For segment prioritization, RFM analysis was made based on customer transactions. Du-
ring the RFM application, first, recency value as the time between the last transaction and 
the present, frequency value as the number of transactions, and monetary value as the price 
of the transactions were calculated for each customer in each cluster based on products and 
contracts (Zalaghi and Varzi, 2014; Kadir and Achyar, 2019; Maraghi et al., 2020). All cri-
teria scores were then combined and ranked to form an overall RFM score between 1 and 
5 (Zalaghi and Varzi, 2014; Sabuncu et al., 2020). Second, according to the average RFM 
scores, clusters were prioritized as seen in Table 2. 
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Table 2
The segments which were determined by the clustering method and their calculated RFM scores

Clusters Rules RFM 
Score

Cluster 6 Those have at least one combi, thermosiphon, and agreement contract. 2.996
Cluster 2 Those have not heat pump and/or just have a boiler but have not agreement contract. 1.930
Cluster 4 Those have not heat pump and cascade but have at least one combi or thermosiphon. 1.743
Cluster 8 Those do not have to cascade but have at least two air conditioners. 1.666
Cluster 5 Those have not heat pump and cascade but have thermosiphon. 1.569
Cluster 7 Those have not cascade and agreement contracts but have thermosiphon. 1.390
Cluster 1 Those have not to a heat pump but have the geyser. 1.212
Cluster 3 Those have not to heat pump and cascade but have at least one combi or geyser 1.197

Time Series Analysis and Homogeneity Test
To check the seasonality effect, time-series graphs were formed based on weekly average 

process times and interarrival times, and the process was considered within four seasons to 
prevent seasonality (Nwogu et al., 2016). As seen in Figure 2, process times have seasonality. 
After it was decided to proceed by dividing the data into four seasons to avoid seasonality, au-
tocorrelation graphs were formed with RStudio to measure the dependency in the data (Banks 
et al, 2005). As can be seen in the example graph for process times of season three in Figure 3, 
since there were some lines that went beyond the upper line of the graph, it was necessary to 
analyze the residuals to check whether the residuals had trends or not. Using Excel, residual 
graphs were formed for both interarrival and process times of each season. According to the 
residual graphs, all the data points of each season lie flat, so there was no trend on the residual 
graphs. An example residual graph of the process time of season three can be seen in Figure 
4 below. Then, autocorrelation graphs were formed to check data dependency (Banks et al., 
2005). Some lines go beyond the graph’s upper line, so it was necessary to analyze the resi-
duals to check whether the residuals had trends. Residual plots were formed for each season’s 
interarrival and process times, and there was no trend on the residual graphs. 

Figure 2. Time series graph for 
process time

Figure 3. An example autocorrelation 
graph for process times of Season 3

Figure 4. Example residual graph for 
process times of Season 3

After autocorrelation, using the Input Analyzer tool of ARENA, probability distributions 
of interarrival times and process times for each season were obtained, as shown in Table V. 
To decide which distribution had a good fit, the corresponding p-value of the Chi-square test 
was considered. (Banks et al., 2005; Andrade, 2019). 
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Resources
Agents are the call center representatives who communicate with customers. In the 

call center, they are responsible for making inbound and outbound calls. According to the 
company’s information, the ratio of agents making inbound calls changes from season to sea-
son depending on the traffic of calls. In the company, 1559 agents are working both in-source 
and out-source within shifts of 11 hours.

Verification and Validation
Verification is about building the model correctly while validation is about building the 

correct model (Sargent, 2013). That is why, for verification, a checklist that includes all ele-
ments of the model was prepared, and it was asked by an expert from the company whether 
all the system parameters were considered in the model or not. 

Additionally, validation is a statistical analysis that compares observations with the simu-
lation model results (Banks et al., 2005). To validate the simulated model, hypothesis testing 
was used, and α was selected as 0.01 (Banks et al., 2005). As a result, the model is found valid 
upon these statistical calculations.

Scenario Logic

There were two scenarios experienced, so the first scenario was prioritization according 
to the segments determined by the company whereas the second scenario was prioritization 
according to the segments determined by the clustering method. 

First Scenario: Prioritization according to the Company Segments 
Only the resource’s queue type and schedule were changed to build an alternative scenario 

in the first scenario. Queue type was first-in, first-out in the current model, but the queue was 
prioritized according to the first alternative scenario segments. The schedule of resources me-
ans that the number of agents was reduced at a rate of 15%. The distribution of customer types 
is shown in Table 3. These ratios were used for customer arrivals of the call center system.

Second Scenario: Prioritization according to Proposed Data Analytics Segments 
In the second scenario, only the queue type and schedule of the resources were changed to 

build an alternative scenario. Queue type was first-in, first-out in the current model, but the 
queue was prioritized according to the segments in the second alternative scenario. The sche-
dule of resources means that the number of agents was reduced at a rate of 15%. The eight 
clusters were obtained by using the clustering method. Then, they were segmented by using 
the RFM method, and ordered segments were obtained. The distribution of these segments 
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are shown in Table 3 and Table 4. The ratios seen below were used for customer arrivals of 
the call center system

Table 3
Distribution of calls by company customer segments for each season

Segment Percentage  of calls from the segment Segment Percentage of calls from the segment

SN1

S1 2,80%

SN3

S1 2.5%
S2 5.5% S2 4.9%
S3 75.2% S3 76.8%
S4 16.5% S4 15.8%
Segment Percentage of calls from the segment Segment Percentage of calls from the segment

SN2

S1 2.4%

SN4

S1 2.2%
S2 7.2% S2 4.3%
S3 75.0% S3 76.0%
S4 15.4% S4 17.5%

Table 4
Distribution of calls by clustering segments for each season

Segment Percentage of calls from the segment Segment                                           Percentage of calls from the segment

SN1

Cluster 6 0.1%

SN3

Cluster 6 0.1%
Cluster 2 0.8% Cluster 2 1.0%
Cluster 4 0.8% Cluster 4 0.8%
Cluster 8 2.7% Cluster 8 3.2%
Cluster 5 8.4% Cluster 5 10.4%
Cluster 7 7.4% Cluster 7 7.2%
Cluster 1 7.4% Cluster 1 8.3%
Cluster 3 72.3% Cluster 3 69.0%
Segment Percentage of calls from the segment Segment Percentage of calls from the segment

SN2

Cluster 6 0.1%

SN4

Cluster 6 0.2%
Cluster 2 0.9% Cluster 2 0.7%
Cluster 4 0.6% Cluster 4 0.8%
Cluster 8 2.8% Cluster 8 2.5%
Cluster 5 10.2% Cluster 5 8.4%
Cluster 7 7.0% Cluster 7 8.1%
Cluster 1 8.6% Cluster 1 7.1%
Cluster 3 69.8% Cluster 3 72.2%

Data Analysis

There are two different data sets: the device purchases of 6M customers and call center data 
for one year. Both of the data sets were taken from the company as cleaned, so there was no need 
to do any pre-processing. The call center data was broken into four seasons to eliminate seaso-
nality effects. The missing call percentage of the system was calculated based on historical data 
of each season, as the share of missing customers overall. The data set contained arrival time 
and service time. To illustrate the model of the call center’s current system, input parameters 
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and their distributions are shown in Table 5. The ARENA Input Analyzer was used to determine 
appropriate distributions. To decide which distribution had good fit, the corresponding p-value 
of Chi-square test was considered. If the p-value was less than 0.05, it could be said that the 
distribution was fit for the data (Banks et al., 2005; Andrade, 2019).

Table 5
Input Parameters of Current Model
 Season Interarrival Time Distribution Process Time Distribution Missing Call Percentage 
S1 -0.001 + EXPO(7.33) 0.999 + GAMM(109, 1.7) 1.3%
S2 -0.001 + WEIB(9.84,0.783) 0.999 + GAMM102, 1.65) 1.2%
S3 -0.001 + EXPO(9.14) 0.999 + GAMM(106, 1.62) 1.4%
S4 -0.001 + EXPO(4.69) 0.999 + GAMM(112, 1.75) 1.7%

To develop the model, some assumptions were made, and these can be seen in Table 6.

Table 6
Assumptions of the current model of the call center of the company
Assumptions
• The capacity of the line is limitless.
• There is no breakaway in the line.
• The call center serves 11 hours a day from 08:00 am to 07:00 pm, and only on weekdays.
• Distributions of process and interarrival times are the same for the current model and alternative models.
• There is no difference between agents in terms of performance.

Experimentation

Both models, current and scenario, had a run length of 90 days for each season. The number 
of initial replications was determined as five, and there was no warm-up period in both models. 
No more than five replications were applied because the model was validated. (Banks et al., 
2015). All of the estimations were based on an average of 5 replications of each model for each 
season. Working time was 11 hours per day, five days a week from Monday to Friday. In the 
beginning, there was no queue in the system. The first call came on the first day, at time zero.

Implementation

Both models were implemented by Arena Simulation Software 16.00.00000 full version 
on Lenovo Yoga with 6. Generation Intel® Core™ i7 CPU and 8 GB RAM. The average 
runtime of each season data based on the five replications is given in Tables VII and VIII.

Results

Based on three performance parameters, this part of the study compares three different 
simulation models to identify the best scenario to increase call center system performance. 
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These parameters are:

1. Comparison of average waiting times are given in Table 7 and Table 8

2. Comparison of the number of customers by different waiting time scale is given in 
Table 9

3. Comparison of agent utilization of the current system and agent utilization after re-
ducing the number of agents by 15% is given in Table 10

Table 8
Waiting times of clustering segments for each se-
ason

Average Waiting Time (sec)
Segment 
Name Average Runtime

Se
as

on
 1

C6 1.082

00:49:37

C2 1.172
C4 1.228
C8 1.292
C5 1.438
C7 1.766
C1 2.162
C3 62.198

Se
as

on
 3

C6 2.79

00:24:53

C2 2.90
C4 3.08
C8 3.14
C5 3.69
C7 4.44
C1 5.49
C3 83.73

Se
as

on
 1

C6 2.506

00:44:16

C2 2.528
C4 2.58
C8 2.654
C5 3.106
C7 3.744
C1 4.622
C3 98.588

Se
as

on
 3

C6 2.01

01:23:11

C2 2.02
C4 2.02
C8 2.10
C5 2.37
C7 2.88
C1 3.52
C3 202.37

Table 7
Waiting times of company segments for each se-
ason

Average Waiting Time (sec)

 Segment Name Average Runtime

Se
as

on
 1

S1 1.22

00:35:37
S2 1.35
S3 18.13
S4 192.69

Se
as

on
 2

S1 3.01 00:53:24
S2 3.37
S3 22.98
S4 274.35

Se
as

on
 3

S1 2.57 00:21:50
S2 2.73
S3 25.93
S4 309.66

Se
as

on
 4

S1 2.03 01:02:48
S2 2.15
S3 22.52
S4 741.22
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Comparisons of Current and Proposed Models
For each season and each segment of both from the company and clustering in the study, a 

simulation was run with the FIFO and a prioritization. In conclusion, it can be said that there 
was a reduction with a minimum rate of 90% on the segments excluding the last ones for 
both types of segmentation (Please see the Table 7 and Table 8).

Comparison of Average Waiting Times of Company Segments and Clustering 
Segments

One of the significant performance measures of customer satisfaction of a call center is 
response time to a customer call (Robinson and Morley, 2006). In this section, a comparison 
was made based on the number of customers having specific waiting times.  Table 9 shows 
the corresponding number of customers based on waiting time intervals in each season. 

When we compare company segments and cluster segments by waiting time, we can see 
that cluster segments were more valuable to satisfy customers because customers prioritized 
according to cluster segments were waiting less than 5 seconds. Also, company segment 
prioritization shows that many customers waited for more than 100 seconds in all seasons 
except the fourth season. 

Table 9
Comparison of the number of customers by different waiting time scale

Season 1 Season 2
Waiting Time Company Segment Cluster Segments Waiting Time Company Segment Cluster Segments
0-5 sec 1371 4568 0-5 sec 962 2172
5-25 sec 12407 0 5-25 sec 7511 857
25-65 sec 0 11938 25-65 sec 0 0
65-100 sec 0 0 65-100 sec 0 6991
100+ sec 2723 0 100+ sec 1547 0

Season 3 Season 4
Waiting Time Company Segment Cluster Segments Waiting Time Company Segment Cluster Segments
0-5 sec 794 3317 0-5 sec 1077 4582
5-25 sec 0 0 5-25 sec 12519 0
25-65 sec 8221 0 25-65 sec 0 0
65-100 sec 0 7391 65-100 sec 0 0
100+ sec 1694 0 100+ sec 2877 11891

Resource Utilization of Call Center Agents
Finally, the last comparison is about resource utilization of call center agents. While running 

simulation models of alternatives, we reduced the number of workers at a rate of 15%. The 
following table shows the utilization rates of each season before reduction and after reduction.
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Table 10
Utilization rates of each season before reduction and after reduction
Season Utilization of Current System Utilization after Reduction
S1 53% 62%
S2 62% 72%
S3 61% 72%
S4 71% 82%

As shown in Table 10, the company can save labor costs and increase utilization by re-
ducing the number of employees. Moreover, despite this reduction, it can also have efficient 
waiting times. 

Conclusion

In conclusion, three main findings were obtained. Firstly, applying data mining techniques 
reduced the average waiting time of most prioritized customers by more than 90%, and for the 
least prioritized customers, it increased the average waiting time just by approximately 40%. 
However, with the company segments, the increase in the average waiting time of the least 
prioritized customers was approximately 300%. Secondly, as a result of the comparison of the 
number of customers by different waiting time scale, it was seen that customers were waiting 
less than 5 seconds within the segmentation by big data analysis. Finally, resource utilization 
was increased by reducing the number of agents with a rate of 15%.

Going forward, two main trends affecting call center simulation were seen. Firstly, the ope-
rational complexity will continue to grow with the increase of digitalization. As a result of the 
rise in outbound services daily, more hybrid methodologies will need to be created, and more 
queues will occur. Better optimization models for the management of agents will need to be 
designed to manage call center systems. This will create a significant challenge in defining met-
rics to be developed for management. The simulation models to be developed not only for the 
management of incoming calls but also for managing total call volumes, system capacity, and 
customer satisfaction will also need to include risk analysis and experimental design techniques.

Secondly, with the increasing use of big data globally, big data should be examined with 
more effective models for developing call center systems. The research conducted within this 
study clearly shows that big data methods give better results than expert decisions in priori-
tizing customers. For this reason, data mining will be inevitable before the simulation or any 
optimization method are implemented. 

The key limitation of the study is that it is not suitable for night shifts due to the high 
variability of input data. In addition to this, each agent’s performance is accepted as equal 
because the case study company did not provide the agents’ performance data since the data 
cannot be anonymized based on Turkish Personal Data Protection Law. Therefore, it needs to 
be adjusted for different capabilities where different levels of competence are essential.
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The Covid-19 epidemic process showed that the importance of call centers’ effective use 
is increasing day by day. In particular, call centers played an active role in resolving the prob-
lems of customers who could not reach the seller directly during this process. It is planned to 
develop the research in this direction, examine the effect of the Covid-19 outbreak on the call 
center’s process performance, and develop a risk management model in this context.
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APPENDIX

Appendix 1: Simulation model prepared according to company segments

Appendix 2: Simulation model prepared according to data analytics segments 


