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Article History Abstract − Today, as the companies grow, the number of personnel working within the company and 
the number of supplier companies that the company works with are also increasing. In parallel with 
this increase, the amount of expenditure made on behalf of the company increases, and more invoi-
ces are created. Since the in-voices must be kept for legal reasons, physical invoices are transferred 
to the digital environment. Since large companies have large numbers of invoices, labor demand is 
higher in digitalizing invoices. In addition, as the number of invoices to be transferred to digital media 
increases, the number of possible errors during entry becomes more. This paper aims to automate 
the transfer of invoices to the digital environment. In this study, invoices be-longing to four different 
templates were used. Invoice images taken from a bank system were used for the first time in this 
study, and the original invoice dataset was prepared. Furthermore, two more datasets were obtained 
by applying preprocessing methods (Zero-Padding, Brightness Augmentation) on the original dataset. 
The Invoice classification system developed using Convolutional Neural Networks (CNN) archite-
ctures named LeNet-5, VGG-19, and MobileNetV2 was trained on three different data sets. Data 
preprocessing techniques such as correcting the curvature and aspect ratio of the invoices and image 
augmentation with variable brightness ratio were applied to create the data sets. The datasets created 
with preprocessing techniques have increased the classification success of the proposed models. With 
this proposed model, invoice images were automatically classified according to their templates using 
CNN architectures. In experimental studies, a classification success rate of 99.83% was achieved in 
training performed on the data set produced by the data augmentation method.
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Introduction

Millions of financial transactions are made every day, depending on the work of the companies. Fi-
nancial transactions bring with them documents such as bank checks and invoices. It is crucial for these 
documents to be transferred to the digital environment and then processed automatically in terms of both 
security and time savings (Tang, Suen, De Yan, & Cheriet, 1995).  Furthermore, financial documents cre-
ated after bank transactions have similar templates. Therefore, it is possible to establish a system that can 
automatically recognize these financial documents, and document processing becomes easier and safer 
with the established system.

It may take a long time to process the documents and then obtain the necessary information written on 
documents. In their study, Casey, Ferguson, Mohiuddin, and Walach (1992 stated the cost of a company 
employee to transfer a document to a computer environment as $2. Large companies process thousands of 
financial documents per day. Since the information on the documents is transferred to the digital environ-
ment one by one, this process brings higher labor costs to the companies. Therefore, if the information on 
the document is automatically transferred to the digital environment, huge companies get rid of a very high 
labor cost.
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Nowadays, it has become effortless to access computers with high processing power and storage capacity. 
Physical storage of documents is a costly and less secure method. Keeping the documents in the digital 
environment instead of physically storing them has become much easier and safer with today’s technolo-
gy. Subsequent access to documents stored in the digital environment is also much easier than physically 
storing.

Deep learning, one of the subfields of artificial intelligence, has been successfully applied in many differ-
ent areas in recent years. CNNs are deep learning architectures inspired by the vision mechanism of living 
organisms (Gu et al., 2018). CNN architectures, which fall into the category of deep networks, are very 
popular, especially in image classification and pattern recognition, and have many applications applications 
(Liu, Fang, Zhao, Wang, & Zhang, 2015).

CNN architectures, which are widely used in image classification, have also been used in document classi-
fication studies. In the document classification study named DeepDocClassifier, a CNN architecture-based 
document classification system was presented using the ImageNet data set, containing millions of sample 
images. The system takes 3x227x227 size document images and consists of four convolutions and three 
fully connected layers. The system, which has seven trainable layers in total, was established with the inspi-
ration of AlexNet (Krizhevsky, Sutskever, & Hinton, 2012)  architecture. The presented system is compared 
with a CNN-based method (Kang, Kumar, Ye, Li, & Doermann, 2014). In the classification study with only 
20 images per class, 68.25% success was achieved. Based on the results obtained on the Tobacco-3428 data 
set, the system presented an average of 77.6% success in training and validation with 100 images per class. 
The previously proposed CNN-based approach (Kang et al., 2014) achieved an average success of 65.35% 
(Afzal et al., 2015).

CNN architectures are also used directly in invoice classification studies. For example, in a study that au-
tomatically classifies invoice images into three groups as handwriting, computer printout, and receipt, the 
CNN architecture named AlexNet (Krizhevsky et al., 2012) was used as a feature extractor. In the study, 
after feature extraction, various machine learning algorithms such as K Nearest Neighbor (KNN) (Brown, 
2017), Random Forests (Breiman, 2001), Naive Bayes were used in the classification stage. In addition, 
different Cross-Validation approaches were also applied during the evaluation of the system. In the system, 
1380 invoice images were used as data set, including 220 handwriting, 90 receipt, and 1070 computer 
printouts. During the study, 5-layer, 10-layer Cross Verification and 66% / 34% training/test split approach-
es were applied, and the studies were carried out separately for KNN, Random Forests, and Naive Bayes 
classifiers. The developed CNN-based system achieved the highest success with 98.4% if KNN was used as 
a classifier with a 10-layer cross-validation approach. With this high success rate, it became possible to use 
the established system in preprocessing stages in Optical Character Recognition(OCR) systems (Tarawneh, 
Hassanat, Chetverikov, Lendak, & Verma, 2019).

In this study, we propose a CNN-based system that enables the classification of invoice images that fall into 
financial documents. The data set used in the system was created with invoice images belonging to four 
different classes, and the images were taken from a bank database operating in Turkey. Three different CNN 
architectures, LeNet5 (LeCun, Bottou, Bengio, & Haffner, 1998),  VGG19 (Simonyan & Zisserman, 2014)  
and, MobileNetV2 (Sandler, Howard, Zhu, Zhmoginov, & Chen, 2018) were used in the study. In the first 
stage of the study, CNN architectures were used as feature extractors, and in the second stage, invoices were 
classified according to their templates by using the extracted features.

2. Materials and Methods

2.1. Convolutional Neural Networks(CNN)

CNN is a deep learning approach developed by taking inspiration from the visual cortex of living 
organisms and is widely used. In recent years, CNN architectures, which were initially used in object 
recognition studies, are also used in text detection, semantic segmentation and, object tracking (Aloysius 
& Geetha, 2017).  CNN architectures are similar to traditional artificial neural networks in that they consist 
of neurons that self-optimize through learning. The most significant difference between CNN architectures 
from classical artificial neural networks is that they recognize patterns in images (O'Shea & Nash, 2015). 
Even if CNN architectures are built in different structures depending on the area of use, they generally 
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consist of convolution and pooling layers grouped into pieces. Subsequently, they include one or more fully 
connected layers in standard backpropagation neural networks (Rawat & Wang, 2017).

Three different CNN architectures were used in this study. LeNet-5, which was developed in 1998 mainly 
for reading handwritten digits, was used as a first architecture. LeNet-5 is a simple and small architecture 
that has been used to read bank checks and has achieved successful results. The other architecture used, 
VGG, is a deep network developed in 2014 and achieved successful results. The VGG architecture used 
small filters like 3x3 to extract features instead of the large filters like 9x9 and 11x11 used in previous ar-
chitectures. Since invoice images are similar due to their structure, a more detailed examination is required. 
Small size filters allow a more detailed analysis of the images. The last architecture, MobileNetV2, is de-
signed for use on mobile devices and has a smaller model size compared to other architectures. Therefore, it 
is essential to use small-size models in applications intended to work on mobile devices. For these reasons, 
these three CNN architectures with different structures were used in this study.

The LeNet-5 architecture presented by LeCun et al. (1998) and developed to classify handwritten digits, can 
learn directly from raw pixels and requires little preprocessing in images. LeNet-5 architecture with multiple 
layers can be trained using the backpropagation algorithm (Gu et al., 2018). LeNet-5 architecture is a CNN 
architecture consisting of 7 layers with trainable parameters. The architecture includes two convolution layers, 
two pooling layers, two fully connected layers, and an output layer. In the past, LeNet-5 was used to recognize 
handwritten numbers on checks in many banks in the United States, and excellent recognition success was 
achieved (Wang & Gong, 2019). In the architecture, 32x32 has been chosen as the input image size. The gen-
eral LeNet-5 architecture showing the recognition of the digit images is given in Figure 1.

VGG-19 architecture was presented by Simonyan and Zisserman (2014).  The VGG-16 and VGG-19 ar-
chitectures are the main reason for the VGG (Visual Geometry Group) team to participate in the 2014 Im-
agenet competition. The team won first and second places in the localization and classification fields with 
VGG-16 and VGG-19 architectures, respectively (Carvalho, De Rezende, Alves, Balieiro, & Sovat, 2017). 
The VGG-19 architecture is similar to the VGG-16 architecture and differs from the VGG-16 architecture 
in that it has three additional layers. The extra three layers in the VGG-19 architecture can learn more de-
tailed patterns from images for more effective training work (Reghunath, Nair, & Shah, 2019). As a result, 
VGG-19 architecture, which is very popular due to its advantages such as simplicity and easy applicability, 
has a very high performance in image classification studies. The VGG-19 architecture, like the VGG-16 
architecture, takes 224 x 224 images as input (Xia et al., 2019).

VGG-19 architecture consists of 5 convolutional layer blocks followed by three fully connected layers. 
Convolutional layers use 3x3 filters and use 1 as the number of strides. Convolutional layers also use the 
value 1 as padding to ensure that each activation map maintains the exact spatial dimensions as the pre-
vious layer. In the architecture, the ReLU activation function is used after each convolution layer, and the 
maximum pooling process is usually performed to reduce the spatial dimensions. The scheme of VGG-19 
architecture is shown in Figure 1.

Figure 1. LeNet-5 and VGG-19 architectures (a) LeNet-5 (b) VGG-19 (Shaha & Pawar, 2018)
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MobileNetV1 architecture is a CNN architecture developed for mobile devices, reducing network cost and 
size. With the use of this architecture, image classification processes on mobile devices can be applied quite 
easily. MobileNetV2 architecture was developed on MobileNetV1 architecture in 2018. The MobileNetV2 
architecture was initially designed to recognize facial features but was later trained in Google’s in-house da-
taset (Saxen et al., 2019). Segmentation, classification, and object recognition operations can be performed 
using the MobileNetV2 architecture. MobileNetV2 architecture has been developed with two new features 
in addition to the previous architecture. The first feature is that bottlenecks can occur linearly between 
layers. The second feature is the development of shortcuts between bottlenecks. The general architectural 
scheme of the MobileNetV2 is shown in Figure 2 (Toğaçar, Cömert, & Ergen, 2021).

In deep learning algorithms, as the depth of the network increases, the gradient vanishing problem increas-
es. The inverted residual block in the MobileNetV2 architecture uses BN (Batch Normalization) to solve 
the gradient problem. When ReLU is used as the activation function in architecture, the output value varies 
between zero and infinity. Since such an extensive range of numbers cannot be defined using low precision 
resolution, the ReLU6 function, an edited form of the ReLU function, is used in the MobileNetV2 (Zou, 
Zhao, Qin, Pan, & Li, 2020).

Figure 2. General architectural scheme of the MobileNetV2 (Sandler et al., 2018)

2.2. Data Preprocessing

The invoice images used in the training phase of the system belong to transactions such as overtime and 
travel performed by bank personnel. The invoices are scanned using a scanner or sent to the system without 
preprocessing after the photograph is taken using the mobile device camera. Therefore, the data sets used in 
this study were prepared by processing the invoice images that were taken from the system.

Detection of Images That Do not Contain Invoice Data

When the invoice images are scanned double-sided by the personnel using a scanner, two images are ob-
tained. One of the images generally does not contain any data that is related to the invoice. In addition, 
images taken by users using a mobile device camera may sometimes have images that are not related to the 
invoice.

First, the typical invoice terms were determined by applying OCR to all images. Then, by applying OCR 
to the images for the second time, images containing no text or no invoice terms were determined and re-
moved from the data set. During the application of OCR to the images, an open-source OCR system called 
Tesseract was used. Tesseract was developed by Hewlett Packard in the 1990s and became open source in 
late 2005 (Sidhwa, Kulshrestha, Malhotra, & Virmani, 2018). Sample images automatically removed from 
the data set after OCR application are shown in Figure 3.
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2.2.2. Correcting Of Oblique Angle Images

The images in the data set are taken from different angles by different users. Oblique images affect both 
OCR performance and feature extraction performance made by CNN. To prevent these possible problems, 
the angle of the texts in the images was calculated, and the tilt of the curved images was corrected. During 
the tilt correction study, firstly, the images in the data set were converted to the black and white format. 
Then, tilt calculation was made using the edge detection operator named Canny and Hough transform.

2.2.2.1. Canny Edge Detection Operator

The Canny operator was developed by John F. and is used to detect edges in images with its algorithm 
consisting of multiple steps (Khan & Mufti, 2016). The Canny algorithm consists of four steps. In the first 
step, noise reduction is performed using the Gaussian filter. In the second step, the gradient is calculated, 
and in the third step, the pixels that are not edge candidates and are not the maximum pixels are eliminat-
ed. Finally, the last step decides whether the pixels are edge pixels or not (Ha & Shakeri, 2016). After the 
invoice images were converted to black and white format, the edge detection process was carried out by 
applying the Canny operator.

2.2.2.2. Hough Transform

Hough transform is a feature extraction technique used in digital image processing studies. Although Hough 
transform is used to detect lines in images, it can also be used to detect the locations of random shapes in 
the image. The Hough transform is designed to detect lines and uses the parametric representation of the 
line as shown in Equation (2.1).

Figure 3. Sample images that were removed from the dataset as they do not contain meaningful data after 
OCR

ρ=xcosθ+ysinθ (2.1)

The  in the formula expresses the distance from the vector perpendicular to the line.  denotes the angle be-
tween this vector and the x-axis (Chunhavittayatera, Chitsobhuk, & Tongprasert, 2006). The representation 
of the Hough space belonging to the line is shown in Figure 4.

Figure 4. Representation of the Hough space of the line (Duda & Hart, 1972)
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Invoice images were converted to black and white format, and edge detection was performed by applying 
the Canny operator. Later, by applying the Hough transform, lines were drawn to the rows in the image, and 
the tilt of each row was calculated and collected. After the correct tilts were collected, the image inclination 
angle was calculated. Then the image was rotated by using a computed tilt angle. Conversion of a sample 
invoice image in the data set to black and white format, Canny operator application, and Hough transfor-
mation implementation are shown in Figure 5.

Figure 5. Steps of applying the Canny Operator and Hough Transform to a sample invoice image. (a) 
Original image. (b) Black and white image. (c) Image with Canny operator applied. (d) The image containing 
lines that drawn using Hough transform. (e) Corrected image by using the tilt angle obtained by taking the 
average tilt of the lines.

2.2.3. Zero Padding Application

Since CNN architectures take fixed-size images as input, the images in the training set need to be re-
sized. However, while resizing images with very different aspect ratios, there is a loss of detail problem in 
some images. To solve the aspect ratio problem, the images were resized to be equal in width and height 
using the zero-padding method. According to the zero-padding process, the image is resized by placing 
fixed-value pixels on the edges of the image. With this method, the spatial distribution in the image edges is 
changed changed (Nguyen et al., 2019).  The zero-padding process has two significant advantages. The first 
advantage; if images resized using zero-padding are then resized again, the aspect ratio will be preserved, so 
there will be no loss of features or deformation. Another advantage is that it speeds up calculation processes 
and reduces calculation costs.

2.2.4. Data Augmentation

Raw invoice images belong to different users, and each was taken by different mobile cameras or trans-
ferred to digital media using a scanner. Therefore, the amount of light in each image is different. Therefore, 
the proposed invoice classification system should be capable of recognizing the invoices with varying 
values of light. So that, the system was trained on images that contain different amounts of light. For this 
purpose, new images were obtained by changing the brightness values of the images in the dataset obtained 
by applying zero-padding. With this image augmentation technique, the data set size was increased from 
4000 to 12000 images. The image enhancement process was carried out by using the ImageDataGenerator 
class in the library named Keras, and [0.2, 1] was used as the brightness range.

2.3. Datasets

Invoice images taken from a bank system were used for the first time in this study, and the invoice da-
taset was prepared. While preparing the dataset, some corrections (Hough Transform) were made on the 
old invoice images in the system. This process has been applied to a small number of images in the bank 
system. The bank system uploads new images by applying these processes. Furthermore, two more data-
sets were obtained by applying preprocessing methods (Zero-Padding, Brightness Augmentation) on the 
original dataset.

In the data set created from invoice images, 4000 invoice images belong to four classes. Class names of 
invoice images and invoice numbers for each class are given in Table 1.
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Three different data sets were used in the project. The original data set was obtained by using images taken 
from a private bank’s database. The correction process is applied while the images are saved in the bank 
database. After the images were retrieved from the bank database, the Canny and Hough Transform pro-
cesses were applied on only a few old invoice images. Therefore, the images in the original dataset consist 
of raw images taken from the bank. Moreover, Canny and Hough operations, which were used only while 
generating the data set, are not used again during the operation of the system. Therefore, these processes do 
not bring additional costs to the devices on which the application will run.

By applying the Zero-Padding process to the images in the original dataset, the image aspect ratios were 
equalized, and thus, the BAFGV2 dataset was obtained. BAFGV2 dataset was produced to avoid the loss 
of detail problem when resizing images in different aspect ratios.

BAFGV3, the last data set used in the project, was obtained by augmenting the images of the BAFGV2 data 
set based on the brightness values. Since real-world invoice images will have different brightness values, 
the system needs to be prepared for this. Therefore, to make the system work stably on images of varying 
brightness, the BAFGV3 data set was created.

2.3.1. Original Dataset

The Original dataset includes invoice images taken from a private bank’s database. An example invoice 
image of each class in the Original dataset is given in Figure 6.

Invoice Class Invoice Image Count
CardFilling 1000
Parking 1000
Taxi 1000
Meal 1000
Total 4000

Table 1

Invoice classes and number of invoice images per class

Figure 6. Image samples of each class in the Original dataset. (a) CardFilling receipt. (b) Parking receipt. 
(c) Taxi receipt. (d) Meal receipt.

2.3.2. BAFGV2 Dataset

The BAFGV2 data set was created by applying the zero-padding process to the images in the Original 
data set. The BAFGV2 data set was obtained by adding blue pixels around the images of Original to make 
them square. Therefore, each image in the BAFGV2 data set is square-shaped, and the aspect ratio is equal. 
An example of an invoice for each class in the BAFGV2 data set is shown in Figure 7.
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2.3.3. BAFGV3 Dataset

By using the brightness-based data augmentation method, two more images with different brightness 
values were obtained from each image in the BAFGV2 data set. Therefore, with this image augmentation 
technique, the data set size from 4000 was increased to 12000 images.

An example process for obtaining two different images from each image by changing the brightness value 
is shown in Figure 8.

Figure 7. Sample invoice images of the BAFGV2 dataset. (a) CardFilling receipt. (b) Parking receipt. (c) 
Taxi receipt. (d) Meal receipt

Figure 8. Sample images that were obtained with brightness-based image augmentation. (a) Original image 
(b) First image obtained (c) Second image obtained

3. Results and Discussion 

The proposed study performed feature extraction and classification on three data sets using LeNet-5, 
VGG-19, and MobileNetV2 CNN architectures. In the studies, the invoice images taken from the database 
of a bank operating in Turkey and containing Turkish data were used as the data set. 5-Fold cross-validation 
technique was used in the training studies conducted on three different data sets using three different CNN 
architectures, and a total of 45 training studies were carried out.

3.1. Experimental Studies on the Original Dataset

A total of 15 training studies were carried out on the Original data set. Success rates and success charts 
of the training are presented in the rest of the section. The training and validation success rates stated in the 
graphs represent the success rates achieved in the last training epoch. 

The LeNet-5 architecture was used as a feature extractor on the Original data set using the 5-Fold cross-val-
idation technique. The results of the five training studies are presented in Table 2. The confusion matrix of 
predictions made in the 1st layer during the test is shown in Table 3.
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As seen in Table 2, the average validation accuracy of the LeNet-5 model on the Original dataset is 90%, 
and the test accuracy is 83.9%. According to Table 3, LeNet-5 achieved more success in detecting CardFill-
ing and Parking classes than other classes.

As a second architecture, VGG-19 architecture was used as a feature extractor on the Original data set by 
using the 5-Fold cross-validation technique. The results of the five training studies are presented in Table 
4. In addition, the confusion matrix of predictions made in the 5th layer during the test is shown in Table 5.

Table 2

Success rates of studies that are using LeNet-5 architecture
Training
Accuracy

Validation 
Accuracy

Test 
Accuracy Training Time Model 

Size
Fold - 1 %94.22 %91.41 %93.500 12 minutes 22 MB
Fold - 2 %82.27 %86.09 %71.125 12 minutes 22 MB
Fold - 3 %93.24 %93.44 %90.625 12 minutes 22 MB
Fold - 4 %87.93 %93.12 %85.375 12 minutes 22 MB
Fold - 5 %90.90 %86.87 %78.875 12 minutes 22 MB
Average %89.712 %90.186 %83.900 12 minutes 22 MB

Table 3

The confusion matrix of predictions made in the most successful layer using Lenet-5 architecture

Actual Values
CardFilling Parking Taxi Meal

Pr
ed

ic
te

d
Va

lu
es

CardFilling 198 0 1 5
Parking 0 196 0 0

Taxi 0 0 165 6
Meal 2 4 34 189

Actual Values
CardFilling Parking Taxi Meal

Pr
ed

ic
te

d
Va

lu
es

CardFilling 100 0 6 13
Parking 97 199 17 102

Taxi 2 1 177 58
Meal 1 0 0 27

Table 4

Success rates of studies that are using VGG-19 architecture
Training
Accuracy

Validation 
Accuracy

Test 
Accuracy Training Time Model 

Size
Fold - 1 %24.61 %25.00 %25.00 192 minutes 545 MB
Fold - 2 %25.16 %43.44 %25.00 192 minutes 545 MB
Fold - 3 %24.61 %25.00 %43.37 192 minutes 545 MB
Fold - 4 %24.57 %25.00 %38.25 192 minutes 545 MB
Fold - 5 %23.83 %25.00 %62.87 192 minutes 545 MB
Average %24.55 %28.68 %38.90 192 minutes 545 MB

Table 5

Confusion matrix of predictions made in the most successful layer using VGG-19 architecture
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According to Table 4, the highest test accuracy of the VGG-19 architecture was achieved in Fold-5. Howev-
er, the average test accuracy is 38.9%. Thus, the experimental results of the VGG-19 model on the Original 
dataset are lower than that of LeNet-5.

As a third architecture, MobileNetV2 architecture was used as a feature extractor on the Original data set 
using the 5-Fold cross-validation technique. The results of the five training studies are presented in Table 6. 
The confusion matrix of predictions made in the 5th layer during the test is shown in Table 7.

Table 6

Success rates of studies that are using MobileNetV2 architecture

Training
Accuracy

Validation 
Accuracy

Test 
Accuracy Training Time Model 

Size
Fold - 1 %99.65 %95.54 %41.87 58 minutes 18 MB
Fold - 2 %99.96 %95.63 %47.12 58 minutes 18 MB
Fold - 3 %98.96 %99.22 %25.25 58 minutes 18 MB
Fold - 4 %99.96 %83.28 %41.75 58 minutes 18 MB
Fold - 5 %98.70 %88.45 %53.87 58 minutes 18 MB
Average %99.44 %92.42 %41.97 58 minutes 18 MB

Table 7

The confusion matrix of predictions made in the most successful layer using MobileNetV2 architecture
Actual Values

CardFilling Parking Taxi Meal

Pr
ed

ic
te

d
Va

lu
es

CardFilling 44 1 24 162
Parking 152 198 3 16

Taxi 3 1 173 6
Meal 1 0 0 16

As shown in Table 6, the highest test accuracy was obtained in Fold-5. Although 53.87% test success is 
achieved in this layer, validation and training accuracies are much higher. This success difference is be-
cause the Original dataset contains images that have variable aspect ratios. Furthermore, these aspect ratios 
cause the loss of detail when resizing images before the CNN network. Since MobileNetV2 is much deeper 
than the other two architectures, underachievement due to the loss of detail is more in the MobileNetV2 
architecture. The confusion matrix of the studies carried out in Fold-5 is shown in Table 7. Accordingly, the 
highest accuracy value was obtained in Parking images.

LeNet-5 CNN architecture achieved the highest accuracy rates in studies with the Original dataset. LeN-
et-5 architecture achieved 93.50% test accuracy in this dataset. Images with very different aspect ratios are 
used in the Original dataset. While the images were sent as input to the CNN network, they were resized 
to a standard size of 224x224, so some images lost detail, and the distinctiveness of the invoice images 
decreased. For this reason, the deeper networks VGG-19 and MobileNetV2 architectures showed low test 
accuracy because of the overfitting problem.

3.2. Experimental Studies on the BAFGV2 Dataset

By adding blue pixels to the images in the Original dataset, their aspect ratios were equalized, and the Orig-
inal dataset was obtained. The aim of the studies carried out in this section is to observe the success rates of 
the training studies to be done with the images that have the same aspect ratio instead of the irregular aspect 
ratio. Moreover, in this section, the sizes of the models formed after the training studies are also compared. 
This comparison gives an idea about whether the resulting model is suitable for use in mobile devices.
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In the first studies, LeNet-5 architecture was used as a feature extractor on the BAFGV2 dataset by using 
the 5-Fold cross-validation technique. The results of the five training studies are presented in Table 8. The 
confusion matrix of predictions made in the 4th layer during the test is shown in Table 9.

Table 8

Success rates of studies that are using LeNet-5 architecture

Training
Accuracy

Validation 
Accuracy

Test 
Accuracy Training Time Model 

Size
Fold - 1 %92.51 %93.59 %89.226 14 minutes 22 MB
Fold - 2 %74.79 %79.11 %74.651 14 minutes 22 MB
Fold - 3 %78.24 %78.12 %75.285 14 minutes 22 MB
Fold - 4 %92.67 %95.89 %93.662 14 minutes 22 MB
Fold - 5 %93.24 %92.60 %92.522 14 minutes 22 MB
Average %86.290 %87.862 %85.069 14 minutes 22 MB

Table 9

The confusion matrix of predictions made in the most successful layer using LeNet-5 architecture

Actual Values
CardFilling Parking Taxi Meal

Pr
ed

ic
te

d
Va

lu
es

CardFilling 188 0 0 6
Parking 0 198 0 3

Taxi 1 0 188 19
Meal 11 2 8 165

According to Table 8, the highest test accuracy was obtained in Fold 4. The training and validation accuracy 
values in this layer are also similar. Therefore, the training and test success difference problem did not oc-
cur in this section. This enhancement is because the BAFGV2 dataset consists of images with equal aspect 
ratios. In this way, no detail was lost during the resizing stage before the CNN network, and there was no 
problem of low success. 

As a second architecture, VGG-19 architecture was used as a feature extractor on the BAFGV2 data set by 
using the 5-Fold cross-validation technique. The results of the five training studies are presented in Table 10. 
In addition, the confusion matrix of predictions made in the 5th layer during the test is shown in Table 11.

Table 10

Success rates of studies that are using VGG-19 architecture

Training
Accuracy

Validation 
Accuracy

Test 
Accuracy Training Time Model 

Size
Fold - 1 %95.51 %96.22 %97.71 187 minutes 545 MB
Fold - 2 %98.36 %96.55 %96.07 187 minutes 545 MB
Fold - 3 %87.33 %98.19 %96.83 187 minutes 545 MB
Fold - 4 %75.95 %80.10 %74.77 187 minutes 545 MB
Fold - 5 %97.23 %98.19 %97.71 187 minutes 545 MB
Average %90.87 %93.85 %92.62 187 minutes 545 MB
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According to Table 10, the average test accuracy was 92.62% in studies performed on BAFGV2 using 
VGG-19. This success rate was 85.06% in LeNet-5. The training of the VGG-19 network took 187 minutes, 
while the training of the LeNet-5 network took only 14 minutes. When Table 11 is examined, the results 
support the values given in Table 10.

As a third architecture, MobileNetV2 architecture was used as a feature extractor on the BAFGV2 data 
set using the 5-Fold cross-validation technique. The results of the five training studies are presented in 
Table 12. In addition, the confusion matrix of predictions made in the 3rd layer during the test is shown 
in Table 13.

Actual Values
CardFilling Parking Taxi Meal

Pr
ed

ic
te

d
Va

lu
es

CardFilling 198 0 0 1
Parking 0 199 0 3

Taxi 0 0 190 5
Meal 2 1 6 184

Table 11

The confusion matrix of predictions made in the most successful layer using VGG-19 architecture

Table 12

Success rates of studies that are using MobileNetV2 architecture

Training
Accuracy

Validation 
Accuracy

Test 
Accuracy Training Time Model 

Size
Fold - 1 %99.88 %98.19 %62.61 51 minutes 18 MB
Fold - 2 %100.0 %99.34 %61.21 51 minutes 18 MB
Fold - 3 %99.76 %95.56 %79.46 51 minutes 18 MB
Fold - 4 %99.24 %97.11 %67.42 51 minutes 18 MB
Fold - 5 %99.84 %76.15 %75.79 51 minutes 18 MB
Average %99.88 %98.19 %62.61 51 minutes 18 MB

Table 13

The confusion matrix of predictions made in the most successful layer using MobileNetV2 architecture

Actual Values
CardFilling Parking Taxi Meal

Pr
ed

ic
te

d
Va

lu
es

CardFilling 189 0 0 2
Parking 0 183 0 0

Taxi 0 0 64 0
Meal 11 17 132 191

It can be seen in Table 12 that the highest test accuracy was obtained in Fold-3. However, the training and 
validation accuracy values in this layer are much higher. This difference usually indicates that an overfitting 
problem has occurred. Since the BAFGV2 dataset contains images with equal aspect ratios, there is no loss 
of detail during resizing. However, since the MobileNetV2 architecture is much deeper than the other two 
networks and the invoice images are similar, the overFitting problem occurred, and a lower test success was 
achieved than the training success.

In the studies carried out on the BAFGV2 data set, VGG-19 achieved the highest test success with 97.71%. 
The BAFGV2 dataset contains images with an aspect ratio of 1. The zero-Padding application was used in 
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arranging the aspect ratio as 1. Since the images in this dataset have a fixed aspect ratio, there was less loss 
of detail when resizing at the CNN input, and much higher test success was achieved.

3.3. Experimental Studies on the BAFGV3 Dataset

The BAFGV3 dataset was obtained by augmenting the images in the BAFGV2 dataset based on the 
brightness values, and it consists of 12000 images. Processing and classifying images taken in environ-
ments with varying amounts of light is a challenging process. Therefore, training studies were also carried 
out with the BAFGV3 dataset to ensure that the proposed invoice classification system works more stable 
against images containing variable light amounts.

The LeNet-5 architecture was used as a feature extractor in the studies performed on the BAFGV3 data set, 
and the 5-Fold cross-validation technique was used. The results of the five training studies are presented in 
Table 14. In addition, the confusion matrix of predictions made in the 1st layer during the test is shown in 
Table 15.

Table 14

Success rates of studies that are using LeNet-5 architecture

Training
Accuracy

Validation 
Accuracy

Test 
Accuracy Training Time Model 

Size
Fold - 1 %96.44 %98.73 %98.944 42 minutes 22 MB
Fold - 2 %97.40 %98.68 %98.775 42 minutes 22 MB
Fold - 3 %98.18 %98.41 %98.479 42 minutes 22 MB
Fold - 4 %98.13 %98.41 %98.564 42 minutes 22 MB
Fold - 5 %98.77 %98.52 %98.437 42 minutes 22 MB
Average %97.78 %98.550 %98.640 42 minutes 22 MB

Table 15

The confusion matrix of predictions made in the most successful layer using LeNet-5 architecture

Actual Values
CardFilling Parking Taxi Meal

Pr
ed

ic
te

d
Va

lu
es

CardFilling 599 0 1 3
Parking 0 599 0 0

Taxi 0 0 573 5
Meal 1 1 14 572

Table 14 shows that the training time of the LeNet-5 network on the BAFGV3 dataset is 42 minutes and 
the model size is 22 MB. Training, validation, and test achievements are similar. An average of 98.64% test 
success was achieved in the studies, and this success was the highest average success achieved with LeN-
et-5. Since the BAFGV3 dataset includes images augmented by varying amounts of light, and real-world 
examples include images with different amounts of light, higher success has been achieved on this dataset.

As a second architecture, VGG-19 architecture was used as a feature extractor on the BAFGV3 data set by 
using the 5-Fold cross-validation technique. The results of the five training studies are presented in Table 
16. Moreover, the confusion matrix of predictions made in the 4th layer during the test is shown in Table 17.
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According to Table 16, an average test success rate of 99.11% was obtained. In addition, it can be seen in 
Fold-4 values that 99.83% test success was achieved. This value was the highest test success among all 
studies. Therefore, the VGG-19 architecture has been the most successful network. However, training of the 
VGG-19 network on the BAFGV3 dataset took 560 minutes, and the model size is 545 MB. Therefore, it 
would not be advantageous to choose the VGG-19 network where model size and training time are essential 
metrics.

As a third architecture, MobileNetV2 architecture was used as a feature extractor on the BAFGV3 data set 
using the 5-Fold cross-validation technique. The results of the five training studies are presented in Table 
18. In addition, the confusion matrix of predictions made in the 4th layer during the test is presented in 
Table 19. 

Actual Values
CardFilling Parking Taxi Meal

Pr
ed

ic
te

d
Va

lu
es

CardFilling 600 0 1 0
Parking 0 600 0 2

Taxi 0 0 586 1
Meal 0 0 0 577

Table 16

Success rates of studies that are using VGG-19 architecture

Training
Accuracy

Validation 
Accuracy

Test 
Accuracy Training Time Model 

Size
Fold - 1 %99.79 %99.63 %99.61 560 minutes 545 MB
Fold - 2 %99.81 %96.40 %97.00 560 minutes 545 MB
Fold - 3 %99.52 %99.47 %99.49 560 minutes 545 MB
Fold - 4 %99.77 %99.84 %99.83 560 minutes 545 MB
Fold - 5 %99.43 %99.52 %99.61 560 minutes 545 MB
Average %99.66 %98.97 %99.11 560 minutes 545 MB

Table 17

The confusion matrix of predictions made in the most successful layer using VGG-19 architecture

Table 18

Success rates of studies that are using MobileNetV2 architecture

Training
Accuracy

Validation 
Accuracy

Test 
Accuracy Training Time Model 

Size
Fold - 1 %99.97 %100.0 %80.52 189 minutes 18 MB
Fold - 2 %99.99 %99.79 %82.63 189 minutes 18 MB
Fold - 3 %99.97 %99.95 %77.82 189 minutes 18 MB
Fold - 4 %99.96 %100.0 %95.98 189 minutes 18 MB
Fold - 5 %99.96 %99.79 %79.29 189 minutes 18 MB
Average %99.97 %99.90 %83.25 189 minutes 18 MB
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According to Table 18, MobileNetV2 achieved the highest average test success of 83.25% in the BAFGV3 
dataset. This success rate shows that the difference in success between training and test studies on the BAF-
GV3 dataset has decreased.

The BAFGV3 dataset was obtained by randomly changing the brightness values of the images in the BAF-
GV2 dataset. As a result, the BAFGV3 dataset is three times greater than the size of the other two datasets. 
In the studies carried out, VGG-19 achieved the highest success with 99.83%. In addition, this success 
achieved by VGG-19 is the highest success achieved in all studies within the proposed system.

In the studies, the best success rates were obtained in the BAFGV3 data set. The best results are shown in 
Table 20 according to the CNN architectures used.

Table 19

The confusion matrix of predictions made in the most successful layer using MobileNetV2 architecture

Actual Values
CardFilling Parking Taxi Meal

Pr
ed

ic
te

d
Va

lu
es

CardFilling 584 13 15 37
Parking 0 578 0 0

Taxi 12 0 568 1
Meal 4 9 4 542

Table 20

Best success rates achieved

Training
Accuracy

Validation 
Accuracy

Test 
Accuracy

VGG-19 %99.77 %99.84 %99.83
MobileNetV2 %99.96 %100.0 %95.98
LeNet-5 %96.44 %98.73 %98.94

The model dimensions obtained in the studies were examined within the scope of the study. As the model 
size, the value in MB of the space occupied in the memory is given. Model size does not change according 
to the size of the data set, but varies according to the number of model parameters and the model working 
structure. The model sizes and other training parameters are given in Table 21. 

Table 21

Model sizes and other training parameters

Model 
Size

Number of 
Parameters Epoch Batch 

Size
Learning 

Rate
Optim-

izer Loss Function

VGG-19 545 MB 143,667,240 10 32 0.01 SGD Categorical Cross 
Entropy

LeNet-5 22 MB 60,815 10 32 0.01 SGD Categorical Cross 
Entropy

MobileNetV2 18 MB 3,538,984 10 32 0.01 SGD Categorical Cross 
Entropy

The data set used in the present study was created using invoice images taken from a bank database and 
was used for the first time in this study. Since a known data set in the literature is not used, the study is an 
original study. However, there are some similar studies presented on the scope of invoice classification. For 



23

Journal of Advanced Research in Natural and Applied Sciences2022, Vol 8, Issue 1, Pages: 8-25

example, in a study that automatically classifies invoice images into three groups as handwritten, computer 
printout, and receipt, a CNN architecture named AlexNet was used as a feature extractor. In this CNN-
based system, the highest success rate of 98.4% was achieved using KNN as the classifier with the 10-Fold 
cross-validation approach.

4. Conclusion 

In the study, a CNN-based system has been developed that classifies invoice images containing Turkish 
data according to their templates. In the study, LeNet-5, VGG-19, and MobileNetV2 architectures were 
trained using three separate data sets. Since the 5-Fold cross-validation technique was used during the 
study, 45 training studies were carried out. Then, the most successful layers were selected based on the 
data set and CNN architecture. Testing and validation success rates were taken into consideration while 
comparing the layer successes.

The training studies obtained the lowest success rates were obtained on the Original dataset, which contains 
images with different aspect ratios. The reason for this low success rate is the loss of detail on the images 
during the resizing phase. The BAFGV2 dataset, which includes images with equal aspect ratios, achieved 
higher successes because there is no loss of detail problem. The highest accuracy rates were obtained in the 
BAFGV3 dataset, which was acquired by increasing the BAFGV2 dataset using variable brightness ratios. 
The 99.83% success achieved by using the VGG-19 architecture in the BAFGV3 dataset is the highest test 
success achieved throughout all studies.

The CNN architectures used in the studies were also compared in terms of resource efficiency. The model 
size must be small, especially in models intended for use in mobile devices. Considering the model dimen-
sions obtained in the training studies, the model produced by the MobileNetV2 architecture was the model 
with the smallest model size with 18 MB, while the model size produced by the VGG-19 was 545 MB. 
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