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R E S E A R C H  A R T I C L E

A B S T R A C T

Demand forecasting is a complicated task due to incomplete data and unpredictability.
Accurate demand forecasting has a direct impact on the performance of a company. The
goal of the study is to present a new two-stage combination model named Hybrid-2-Best,
for accurate demand forecasting. The model combines three forecasting models in a single
combined forecast. The Hybrid-2-Best model uses a two-stage algorithm to achieve better-
performing forecasts. Case study showed that the proposed Hybrid-2-Best model performs
the best forecast performance among other combination techniques and individual methods.
Furthermore, GP integration in the first and second stages gives flexibility. Experimental
results indicate that the proposed Hybrid-2-Best model is a promising alternative for sales
demand forecasting. MAPE of the proposed model is 0,13. This is a good result and better
than compared other models. Proposed model performed better than other compared models
in MASE and MSE as well.

 Turkish Journal of Forecasting by Giresun University, Forecast Research Laboratory is
licensed under a Creative Commons Attribution-ShareAlike 4.0 International License.

1. Introduction
Forecasting plays a critical role in Business-to-Business (B2B) and Business-to-Customer (B2C) environments.

B2B refers to the marketing or sales practices that companies carry out among themselves. Companies operating in
B2B, basically work with the principle of improving each other's services. B2C refers to the commercial relationship
that companies establish directly with consumers. All purchases we make individually are within the scope of this
business model. The long-term strategic decisions such as investments, short-term decisions such as inventory
management or production planning are affected by the accuracy of forecasts.

Investments will be idle if the forecasts do not meet the actual sales volumes. Similarly, production, inventory, or
backorder costs may increase due to inaccurate forecasts. Increased production costs may occur due to overtime or
wrong hire-fire decisions, or production levelling decisions. Inventory costs occur due to increased stock levels,
perished products, wastes, and additional financial costs. Backorder costs occur due to lost orders and customers or
expedited shipping costs to cover the gap between forecasted and actual demand. Hidden costs may also occur due
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to lost customers and the negative effect on the company's overall status among other potential customers. As a result,
sales demand forecasting is an area that gains increased focus. Combining forecasts produced by combining different
algorithms increases the accuracy of forecasting [1].

This study aims at establishing a sales forecast model that incorporates multiple models to achieve better results.
The proposed model uses forecasts calculated by Poisson-regression (PR), support vector machines (SVM), and grey
prediction (GP). The outputs of the best two models based on Mean Absolute Percentage Error (MAPE) are used as
inputs for the second stage. The weights are calculated using optimization with the goal of minimization of MAPE.
The second stage uses these inputs for the calculation of sales forecasts.

The results are compared according to MAPE, Mean Absolute Error (MAE), Root Mean Squared Error (RMSE),
and Mean Absolute Scaled Error (MASE) between three separate models (PR, SVM, GP) and the proposed model.
The results proved that the proposed Hybrid-2-Best outperforms individual forecasts. The sales figures of a
distribution company are used to analyse the accuracy. Results show the better performance of the proposed model
compared to three well-known alternatives.

A combination of forecasts generally improves the performance [1]. Hybrid-2-Best also outperforms other
combination methods. The comparisons prove the higher performance of the Hybrid-2-Best method. Hybrid-2-Best
outperforms widely used combination methods in the given case study. The higher performance compared to other
individual and combined models are achieved. This is the main contribution of this study. Also, the forecasting
techniques used for the study (PR, SVM, and GP) are easy to implement. Hybrid-2-Best performs better than
individual forecasts. The Hybrid-2-Best model chooses the best of two of three forecast techniques for the second
stage. The first stage allows the best performing methods are chosen for the second stage. The low-performing
method will be eliminated after the first stage. Additional methods can easily be implemented into the first stage.
This way, based on the needs of the specific case, the proposed model can easily be adjusted accordingly. To the best
of our knowledge, the two-stage model is new in the area of combined forecasting. Also, to the best of our knowledge,
optimization is used for the first time for combining forecasts. The idea proved to be efficient, according to the results
of our study. The GP method is well-known for achieving good performance with small data. As a result, the proposed
model can be used when not enough data is available or in the presence of grey systems, as suggested by [2].
Additional or alternative forecasting techniques can be incorporated. This feature would increase flexibility and
improve the performance of the proposed Hybrid-2-Best model.

This study is organized as follows. In Section 2, we review the literature and outline the contributions. The details
of the proposed model and compared alternative models are given in Section 3. In Section 4, the details of the case
study and experimental results are given. In Section 5, the conclusion is given.

2. Literature Review
Because sales forecasting is a vital part of the business, many forecasting studies are in the literature. This section

will both cover the literature review on sales demand forecasting and the methodologies used in this study.

Forecasting is an integral part of any supply chain. Many methodologies have implemented the use of well-
established methods. Moving or weighted average, smoothing applied on time-series with trend and seasonal patterns
is a widely used method [3]. These methods have been applied for decades producing satisfactory results. However,
the inherent linearity of the approaches comes in contradiction with the type of relationship between model variables
in real life. This issue caused an increased number of scientific publications aiming to address this issue. The most
common approach to the problem is utilizing the power of artificial neural networks (ANNs). ANN models are
usually non-linear, and as such, they give more efficient results in classification, sample recognition, and forecasting
problems than linear models [4]. This realization created an increased number of publications comparing ANNs and
traditional linear methods for sales forecasting. In that direction, to benefit from both linear and non-linear models
simultaneously, research efforts turned towards combined models for demand forecasting [4]. Such studies lead to
improved forecasting accuracy for a supermarket retail chain. Also, enhancing ANNs with more search and learning
capabilities integrating genetic algorithms (GA) and back-propagation generates more accurate forecasts at the
expense of execution speed [5]. Combined models are used for different demand forecasting problems other than
sales demand forecasting. Zhang et al. [6] proposed a combined method to solve emergency patient arrivals. The
study uses ARIMA and SVM methods simultaneously. The conclusion shows that the proposed model outperforms
the other competing methods. It affects directly and significantly the manufacturers and wholesalers around the world
[7]. Forecasting is also used for forecasting financial bubbles. Kabran and Unlu [8] combined SVM with machine
learning to forecast financial bubbles in S&P 500. The results show the high performance of the proposed model.
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PR is a method used when the independent variables are count numbers. It is widely used for the forecasts
associated with different topics. Wahiduzzaman and Yeasmin [9] used PR for rainfall forecast over the North Indian
Ocean rim countries. The outcome is an %31 improvement above climatology. Graff et al. [10] used PR to forecast
daily wildfire activities. The results show that regression models significantly outperform traditional persistence-
based models used in operational smoke forecasting applications at both the cell and regional levels.

Similarly, in the hot topic of the Covid-19 Pandemic, PR is used to forecast deaths as well [11]. Due to these
broad application areas and high performance, PR is chosen as one method in the first stage of the proposed model.
SVM is a machine learning technique used for the classification of data. Besides a method used for classification,
SVM is a promising tool for forecasting in an area. As an emerging tool for forecasting, it is commonly used for
different the area of forecasting. Pan et al. [12] used SVM with improved ant colony optimization (ACO) to forecast
photovoltaic power generation. The study shows that the combined usage of SVM and ACO achieved highly accurate
forecasts. As a result, SVM is integrated into the first stage of the proposed combined model. Both SVM and PR are
widely used in combined methods as well. Bilişik et al. [13] applied this SVM and PR for the revenue management
area. The study used SVM and PR for comparison. Based on the outcomes, price-based revenue functions are
generated. SVM is also used for different type of forecasts. Sahoo et al. [14] used SVM to detect DDOS attacks in
software defined networks.

GP is based on the grey systems proposed by Deng Ju-long [15]. A system that lacks information such as structure
message, operation mechanism, and behaviour document is called a grey system. Grey system theory is widely in
literature for modelling many economic activity [16]. Other applications of grey theory are also used for different
purposes. Kose et al. [17] used grey relational analysis to rank Turkey's cities and find the most liveable city. GP,
sometimes referred to as grey forecasting, is a methodology derived from grey systems. The most crucial advantage
of GP is the ability to make forecasts with little data. GP gained popularity in the past decade because of its simplicity
and ability to characterize an unknown system using a few data points [18]. Due to this, flexibility and advantage GP
is used in different studies. Gao [19] used an improved GP model for the medium-term load forecasting of a
distribution network. The simulation executed showed that the forecast model has higher forecast accuracy for the
mid-term forecast of load and obtains the forecasted value of electricity consumption and maximum load in a region
from 2018 to 2021. Chai et al. [20] used the GP model to estimate the market value of the tutoring industry in Taiwan.
The study proposed that the results can be used for strategic decisions that should be taken for the upcoming years in
Taiwan. One of the main advantages inherent in GP is to perform forecast with a very low amount of data.

Combined models are widely used in forecasting. The goal is to use the high-performing attributes of the particular
method to achieve a higher-performing combined model. The number of combined models and structures of
combination can be different based on needs and applications. The applications can vary from sales demand
forecasting, load forecasting, workforce requirements, patients’ arrival, or electricity demand forecasting. There are
still problems with forecasting algorithms using separate models. No single approach can gain widespread industry
acceptance since every model has its advantages and disadvantages [21]. However, some improvements for
forecasting precision have been achieved by including specific algorithms [22]. Wang et al. [23] proposed a model
to combine different methods. The application is performed on oil price forecasting. The results showed that the
combined method performs better than individual methods. Qin and Cheng [24] combined Least-Square-Error (LSE)
method with Auto-Regressive Integrated Moving Average (ARIMA) method. According to the results of the study,
the proposed combined method improved the performance of a single model. Kartrika et al. [25] used a combined
model to forecast short-term load in India. The study concluded that the model has supplemented its advantages
effectively and showed that the combined model provided better accuracy than two separate models. In a recent
study, combined forecasting approach is used to forecast short-term wind forecasting. [26] The proposed model
shows that the performance is superior to other compared models in terms of stability and accuracy.

The study by Thomson et al. [27] proposed an analytical framework. The framework can be used to enhance the
assessment of forecast performances. The forecasters are pooled to this framework in order to obtain an effectively
combined forecast. Diebold and Shin [28] proposed an alternative to the "partially egalitarian" (peLASSO) procedure.
Contrary to peLASSO that discards some forecasts, the proposed methodology uses "best average" combinations.
The study showed that they seem highly competitive for out-of-sample forecasting. Kourentzes et al. [29] showed
that the performance of forecast combination is a theoretically superior but cumbersome estimation of a full mixture
model. Mamun et al. [30] studied the methodologies of combination and methods used. The combination of two or
more forecasting models showed higher accuracy compared to individual forecasts. SVM, ANN, and their relevant
models have been proven fruitful.
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The proposed model incorporates two stages. In the first stage, the best two are chosen to be used in the second
stage. To the best of our research, this two-stage methodology is proposed for the first time in literature. GP also
allows accurate forecasting in case of small data is present. The flexibility of the proposed system selects the better
performing alternative forecasting technique among alternatives. This system allows better performance compared
to single alternatives. Also, additional forecasting techniques can be used additionally as a replacement or addition
to the existing methods.

3. Methods and The Proposed Model
In this section, we give information about SVM, PR, and GP. These three methods are used in the first stage of

the proposed combined method. Hybrid-2-Best model is a two-stage model to combine SVM, PR, and GP. Details
of SVM are given 3.1, PR in 3.2, GP is given in 3.3, and the combined model is given in Section 3.4.

3.1.Support Vector Machines

The SVM model was originally proposed by Vapnik [31]. The objective is to minimize the upper bound of the
generalization error by using a subset of data points called support vectors. The training set has pairs of (x1, y1), (x2,
y2) …, and (xn, yn), where xi ∈Rn and yi ∈Rn are the input vectors and associated output values, respectively. Let xi
be mapped into a high dimensional feature by a non-linear function φ(x). The SVR function can be expressed as Eq.
(1),

𝑓(𝑥) = 𝑤𝑇𝜑(𝑥) + 𝑏 (1)

where f(x) denotes the forecast output, φ (x) is the feature function, w and b are the corresponding coefficients.
In SVM, the overall goal is to find a function f(x), whose deviation from each yi is at most ε for all the training data.
Thus, the SVR is an optimization problem. The problem will be expressed as Eq. (2) and Eq. (3)

𝑚𝑖𝑛 1
2
‖𝑤‖2 + 𝐶 ∑ (𝜉 + 𝜉∗)𝑛

𝑖=1 (2)

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ቐ
𝑦𝑖 − 𝑤𝑇𝜑(𝑥)− 𝑏 ≤ 𝜀 + 𝜉
𝑤𝑇𝜑(𝑥𝑖) + 𝑏 − 𝑦𝑖 ≤ 𝜀 + 𝜉∗

𝜉 ≥ 0, 𝜉∗ ≥ 0
(3)

where n represents the sample size, ξ and ξ* represent the upper and lower training errors subject to ϵ insensitive
|yi-wTφ(xi)-b|< ϵ,and C>0 is the regularization factor.

3.2.Poisson Regression

Poisson Regression is a method to forecast count data. This method assumes a conditional Poisson
distribution for y, modelling the logarithm of the expected counts as a linear function of the input variables
[29]. The model is characterized as given in Eq. (4).

log ቀ𝐸൫𝑌x൯ቁ = 𝑎 + 𝑏𝑥 (4)

In Eq. (4), a ϵ R and b ϵ Rn. From Eq. (4), we can deduct Eq. (5) the forecasted mean of the associated
Poisson distribution.

ቀ𝐸൫𝑌x൯ቁ = 𝑒𝑎+𝑏𝑥 (5)

3.3.Grey Prediction

GP is a specialized application of grey Systems. Ju-long [15] first proposed grey systems. Grey system refers to
a system in which information is partially known. Grey system theory fits into the internal functioning mechanism
of the environmental system, picking out ambiguous grey quantum difficult to be quantified in the form of a
mathematical model, and determines the parameter of differential equation by application of time series data [32].

GP is a model known for its simplicity and ability to characterize unknown systems by using a few data points
[16]. GM (1,1) is a basic model that is used for forecast. GM (1, 1) represents first-order one-variable grey model.

Grey forecasting uses the accumulated generation operation (AGO) accumulated to reduce variation among the
original data series and build differential equations by linearly transforming data series. GM(1, 1) and Verhulst
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models are mainly used for forecast [33].  GM (1,1) is considered a pure model commonly applied to academic
research and industrial applications. [16]

The GM(1, 1) model constructing process is described as follows. [34]

Let’s assume that the original data sequence by

𝑥(0) = ቀ𝑥(0)(1), 𝑥(0)(2), 𝑥(0)(3), … , 𝑥(0)(𝑛)ቁ (6)

The number of the data observed in Eq. (6) defined as “n”. The AGO is a part of GP. The aim is to reduce the
randomness of data. The AGO formation of x(0) is given in Eq. (7).

𝑥(1) = ቀ𝑥(1)(1), 𝑥(1)(2), 𝑥(1)(3), … , 𝑥(1)(𝑛)ቁ (7)

where

𝑥(1)(𝑘) = ∑ 𝑥(0)(𝑚), 𝑘 = 1,2, … ,𝑛𝑘
𝑚=1 (8)

The GM (1, 1) model can be constructed by establishing a first order differential equation for x(1)(k) as;
𝑑𝑥(1)(𝑘)

𝑑𝑘
+ 𝑎𝑥(1)(𝑘) = 𝑏 (9)

Therefore, the solution of Eq. (9) can be obtained by using the least square method. That is,

𝑥ො(1)(𝑘) = ቀ𝑥(0)(1)− 𝑏෠

𝑎ො
ቁ 𝑒−𝑎ො(𝑘−1) + 𝑏෠

𝑎ො
                   (10)

where

ൣ𝑎ො, 𝑏෠൧
𝑇

= (𝐵𝑇𝐵)−1𝐵𝑇𝑋𝑛            (11)

and

𝐵 =

⎣
⎢
⎢
⎢
⎢
⎡ −0.5 ቀ𝑥(1)(1) + 𝑥(1)(2)ቁ 1

−0.5 ቀ𝑥(1)(2) + 𝑥(1)(3)ቁ 1
⋮

−0.5 ቀ𝑥(1)(𝑛 − 1) + 𝑥(1)(𝑛)ቁ
⋮
1⎦
⎥
⎥
⎥
⎥
⎤

                                     (12)

𝑋𝑛 = ൣ𝑥(0)(2), 𝑥(0)(3), 𝑥(0)(4), … 𝑥(0)(𝑛)൧,𝑇            (13)

From the Eq. (10), 𝑥ො(1) is obtained. Let 𝑥ො(0) be fitted and forecasted series.

𝑥ො(0) = ൫𝑥ො(0)(1), 𝑥ො(0)(2), 𝑥ො(0)(3), … , 𝑥ො(0)(𝑛)൯                         (14)

where 𝑥ො(0)(1) = 𝑥(0)(1).

Applying the inverse AGO, we then have Eq. (15)

𝑥ො(0)(𝑘) = ቀ𝑥(0)(1)− 𝑏෠

𝑎ො
ቁ ൫1− 𝑒𝑎ො൯𝑒−𝑎(𝑘−1)෣ ,𝑘 = 2, 3, …            (15)

where 𝑥ො(0)(1), 𝑥ො(0)(2), 𝑥ො(0)(3), … , 𝑥ො(0)(𝑛) are called the GM(1, 1) fitted sequence, while 𝑥ො(0)(𝑛 + 1), 𝑥ො(0)(𝑛 + 2)
… are called the GM(1, 1) forecast values.

3.4.Two-Stage Forecast Combination Model

The proposed method (Hybrid-2-Best) used to forecast sales demand is a combined model that incorporates PR,
SVM, and GP. In the first stage, the training data is used to forecast the first test data. MAPE values are used for the
performance measurement of the methods. The best two methods are chosen for the second stage.

The two-stage model allows the user to integrate different methods in the first stage. Based on the experience of
the practitioner and the specific needs of the case, different and additional methods can be integrated. The forecasts
received are used to minimize the MAPE of the first stage, according to the Eq. (16).

𝑚𝑖𝑛𝑀𝐴𝑃𝐸(𝑐𝑥(𝐵1) + 𝑑𝑥(𝐵2) + 𝑒𝑥)            (16)
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where cx, dx ≥ 0. In Eq. (16), B1 represents the best method, and B2 represents the second-best method according
to stage 1. cx, dx, and ex represent the variables calculated for each item x.

In the second stage, the first stage results are used to forecast the second test stage of the combined method via
GP. The workflow is given in Figure 1.

Figure 1. Workflow of the two-stage combined method (Hybrid-2-Best)

4. Case Study in Distribution Business
The numerical study is applied for the data that is received from a distribution company. The company deals with

the sales of distribution products. Due to long lead times, accurate forecasting is vital for the success of a high-
performing inventory management system. Sales demand forecasting is vital for the company as inventory directly
affects net working capital (NWC). Besides, due to high competition, possible stock-outs may undermine the general
performance due to lost sales or customers. The Hybrid-2-Best model is applied for 30 items. According to ABC
analysis, the sample of 30 items covers the most important or, in other words, class A items. All sales data is received
from the ERP system covering 60 months of data.

4.1.Application of the Hybrid-2-Best Model on a Real-Life Example

The Hybrid-2-Best model is applied to real data to assess its performance. Data is received from the distribution
company that serves B2B customers. Data for each item covers 60 months. The first 48 period that covers between
01.2015 and 12.2018 is chosen for the training of the first stage. The next six months' data between 01.2019 and
06.2019 is used as the validity of the Stage 2. The next six months' data covering between 07.2019 and 12.2019 is
used to test the proposed model.

The first training data is used to calculate the forecasts of Stage 1 by PR, SVM, and GP. This information is used
for the second stage. All calculations are executed on MATLAB R2017b working on the following configuration:
Intel Core i5 processor at 2.6 GHz with 8GB RAM. We used the MATLAB code given in the study by Zhang and Li
[32] for calculating the GP model. SVM calculations are made using WEKA software with the default options. For
the calculation of PR, MATLAB embedded function is used.

The results show that SVM showed the best performance among the three alternatives. Figure 2 shows the number
of best and second-best models in Stage 1 according to MAPE calculations.

The best two out of three forecasting methods for each item are chosen, namely B1 and B2. The coefficients cx,
dx, and ex are calculated according to Eq. (16). The evolutionary algorithm of MS Excel Solver is used. The default
configuration is used for the calculation
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Table 1. cx, dx and, ex calculation results

Item cx dx ex

1 1.013 0.000 0.000
2 0.000 0.830 1.178
3 0.359 0.007 8.849
… … … …
28 0.000 1.640 4.568
29 0.498 0.077 -30.385
30 1.690 0.096 -403.241

Figure 2. Best-two results of stage 1

In this second stage, the forecasts are calculated using GP. The outputs of the first stage 1 are used to generate
forecasts. This 6-period forecast covers the period between 55-60. The comparison between individual methods and
Hybrid-2-Best is made based on MAPE, MAE, RMSE, and MASE. Eq. 17- 20 show the calculation of this metrics.

𝑀𝐴𝑃𝐸 = 100%
𝑛

∑ ቚ𝑒𝑡
𝑦𝑡
ቚ𝑛

𝑡=1            (17)

𝑀𝐴𝐸 = 1
𝑛
∑ |𝑒𝑡|𝑛
𝑡=1            (18)

𝑅𝑀𝑆𝐸 = ට1
𝑛
∑ 𝑒𝑡2𝑛
𝑡=1            (19)

𝑀𝐴𝑆𝐸 = ∑ |𝑒𝑡|𝑛
𝑡=1

𝑛
𝑛−1∑ |𝑌𝑡−𝑌𝑡−1|𝑛

𝑡=2
           (20)

The results are given in Figures 3, 4, 5 and 6 according to performance criteria MAPE, MAE, RMSE and MASE.
As seen from the results, the proposed combined model performs better compared to individual alternatives. In Table
2, the results of the second stage are given. The comparison of individual methods and Hybrid-2-Best are given in
Table 3.

Table 2. Results of the second stage

Item No

1 2 3 ... 30

Month Actual Forecast Actual Forecast Actual Forecast Actual Forecast

55 103,094 98,121 29,891 31,417 12,350 11,877 ... 3,777 3,670

56 94,661 100,202 29,144 31,281 12,409 11,785 ... 3,870 3,616

57 95,087 102,326 30,520 31,145 13,232 11,694 ... 3,700 3,562

58 107,198 104,496 34,689 31,010 12,835 11,604 ... 3,885 3,509

59 120,047 106,711 37,364 30,876 14,665 11,514 ... 4,760 3,457

60 125,101 108,974 40,884 30,742 15,439 11,425 ... 4,865 3,405

4
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2 2
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Table 3. Average performance results of the second stage

  SVM Poisson-Regression SAGF Hybrid-2-Best

MAPE 0,22 0,38 0,38 0,13

MASE 2,27 4,61 4,45 1,00

MAE 1.992 3.150 3.043 1.533

RMSE 9.771 10.529 10.456 9.663

Figure 3. Average MAPE results of individual methods vs. Hybrid-2-Best

Figure 4. Average MAE results of individual methods vs. Hybrid-2-Best

Figure 5. Average RMSE results of individual methods vs. Hybrid-2-Best
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Figure 6. Average MASE results of individual methods vs. Hybrid-2-Best

4.2.Comparison of Hybrid-2-Best vs. Other Combination Methods

Generally, combined methods improve forecasting. It is essential to compare a proposed method with other
combination methods. In this section, a comparison between well-known combination methods and Hybrid-2-Best
is made.

The combination methods used are as follows. [35]

In Equal Weights (EW) approach, equal weights are assigned to each forecast. We chose w1= 1/3, w2 = 1/3, and
w3 = 1/3. It is a straightforward approach.

Inverse of Forecast Errors (INV) assign weights proportional to their individual inverse of the forecast errors, i.e.,
mean square error (MSE). Eq. (21). Shows the calculation of INV.

𝑀𝑆𝐸𝑘 = 1
𝑛
∑ (𝑒𝑗)2𝑛
𝑗=1            (21)

𝑤𝑥 =
1
𝑀𝑆𝐸𝑥ൗ

∑ 1/𝑀𝑆𝐸𝑦𝑛
𝑦=1

                        (22)

In Eq. (22), wx represents the weights of each individual forecast used for combined forecasting. N represents the
total number of individual forecast types.

In Variance Based (VAR) approach assigns higher weight to forecasts with lower variability. It is widely used
approach. Eq. (23) and Eq. (24) shows the calculation of VAR.

𝑤1 = 𝜎22−𝜎12
𝜎12+𝜎22−2𝜎12

                                                  (23)

𝑤2 = 1−𝑤1                                                                (24)

In Rank Based (RANK) approach is used to combine forecasts based on their ranks. The weights are defined
based on the times model 1 outperforms model2 and vice versa. Eq. (25) shows the calculations of weights. RANKx

represents the number of times that the model outperforms other methods.

𝑤𝑥 = 𝑅𝐴𝑁𝐾𝑥
∑ 𝑅𝐴𝑁𝐾𝑦𝑛
𝑦=1

                        (25)

Weights of the Discounted Mean Square Forecast Error (MSFE) are assigned according to recent forecast errors.
The weights of discounted MSFE combination are given in Eq. (26) and Eq. (27).

𝑤𝑖𝑡 = 𝑚𝑖𝑡
−1

∑ 𝑚𝑖𝑡
−1𝑛

𝑗=1
                                                  (26)

𝑚𝑖𝑡 = ∑ 𝜕𝑡−ℎ−𝑠 ቀ𝑌𝑠+ℎℎ − 𝑌෠𝑖,𝑠+ℎs
ℎ ቁ

2
𝑡−ℎ
𝑠=𝑇0            (27)

where δ is the discount factor. T0 is the start time out-of-sample forecasts, Y and Y෡ are the actual value and
forecasted value.
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The comparison showed that the proposed method outperforms all other combined methods. The results are given
in Fig. 7-10.

The comparisons showed that the proposed method outperforms all other combined methods. The proposed model
has an average MAPE of 0.13. This ratio is considered a good result [36]. The proposed model is the only forecast
in this category.

Figure 7. Average MAPE results of combined methods vs. Hybrid-2-Best

Figure 8. Average MAE results of combined methods vs. Hybrid-2-Best

Figure 9. Average RMSE results of combined methods vs. Hybrid-2-Best
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Figure 10. Average MASE results of combined methods vs. Hybrid-2-Best

5. Conclusion
Sales demand forecasting plays a vital role in the success of a company. Accurate forecasting contributes to

improved customer service, improved inventory management, meeting return of investment expectations. Hybrid-2-
Best model for sales demand forecasting is proposed in this study. The proposed Hybrid-2-Best aims to improve the
forecasting procedure. It incorporates two stages. The first stage executes three separate forecasting methods, namely
PR, SVM, and GP. The outputs of the first stage are used to generate input to the second stage to calculating variables.
GP is also used in the second stage to generate final forecasts. The numerical study showed that the proposed method
performed better based on MAPE, MAE, RMSE, and MASE. Hybrid-2-Best showed better performance in all these
four criteria. Proposed Hybrid-2-Best is a combined method. The comparison is made between Hybrid-2-Best and
other combination methods given in the study. The results showed the higher performance of the proposed
combination method. The result of the mean MAPE results of 30 items is 0.13. According to our study, it is considered
a good forecast. The proposed method was the only individual or combined model in this category.

There are other advantages besides the improved performance. The second advantage is incorporating the GP
model as a part of the first stage. GP has an advantage of applicability when data has a "small sample size or poor
quality" [14]. This feature is an important advantage as the business is characterized as volatile, uncertain, complex,
and ambiguous (VUCA). In such environments, the application of GP will help to deal with VUCA. The third
advantage is utilizing three different methods and selecting the best two for the second stage. Therefore, the best
performing models are chosen for the second stage. This elimination allows the proposed model to use the highest
performing methods in Stage 1. The results also show that the proposed model Hybrid-2-Best performs better than
individual models. Although the Hybrid-2-Best model is promising, it has limitations. The performance is dependent
on the success of the three forecast methods. (PR, SYM, GP). Also, when data size is not enough, the performance
depends only on the GP method's performance.

Future research will focus on these areas for improvement. Additional models can be integrated to improve the
performance, such as improved GM (1, 1), ARIMA, or other combined models. To extend the application areas and
improve performance, seasonality factors will be integrated into the model for further studies.

The proposed model is applied in a real-life case. Although the model performed superior compared to separate
models, application with a bigger dataset may be valuable to see the comparison with a different dataset. So, we aim
to use the proposed model with a competition dataset such as M-Competition.

Optimization in the model is achieved with the goal of minimizing MAPE. MAPE method has an important
drawback. It may cause excessive penalty for overshooting of the forecasts. So, we plan to accommodate other
performance metrics to overcome this drawback in our future studies.
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