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Abstract 

At present, the number of passengers preferring to use the airline is increasing with each 
passing day. Thus, correctly analysing the airfare prices is essential to raise awareness of 
passengers. Some researchers have applied different kinds of Machine Learning (ML) 
algorithms to predict the airfare prices. However, to the best of our knowledge, penalized 
regression methods have not been used to analyse the airfare prices. Ridge, Lasso, and Elastic 
Net regressions are penalized regression methods. The dataset used in this study consists of 
1814 one-way flights from Greece to Germany. The developed Ridge, Lasso, and Elastic Net 
methods were achieved to provide convincing results for airfare prices analysis based on Mean 
Squared Error-MSE values (Ridge:160103, Lasso:159280, Elastic Net:174203) and Mean 
Absolute Error-MAE values (Ridge:147.74, Lasso:146.43, Elastic Net:346.86). MSE and MAE 
explain how close a regression line is to a set of points. They take the distances from the points 
to the regression line (refers to “errors”). MSE takes the squares of the errors, MAE takes the 
absolutes of the errors. The lower they are, the better the prediction is. Thus, in our case, Lasso 
regression can be considered better than the ridge and elastic net due to the lowest MSE and 
MAE values. In other words, the results and findings reveal that the proposed Lasso method is 
potentially better than the others in the analysis of datasets consisting of one-way flights. 
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1 Introduction 

Airline companies aim to maximize their 
profitability, and therefore the companies prefer to 
use optimisation modeling systems [1]. This means 
that airfare prices are determined dynamically, and 
it is difficult to find a ticket at the lowest price.  In 
addition, airfare companies desire to maximize the 
profitability of one passenger while lowering the 
per capita costs. The lowest fare per person for an 
airline company is when all seats on a flight are 
occupied [2]. As a result, the companies are trying 
to sell all the seats and not give any more discounts 
than they should be given.  

If a passenger is going to travel at a busy time like 
holidays, he/she has to buy or book the ticket early, 
otherwise, his/her chances of finding cheap flights 
will be very low [1]. For this reason, it is not easy to 
buy low-cost flights. In literature, several studies 
have focused on detecting the right time to buy low-
cost flights [3, 4, 5]. Machine Learning (ML) 
algorithms have been used in the majority of these 
studies.  

Studies about the airfare price prediction have 
highlighted the importance of features while buying 
cheap airfare tickets. Several feature selection 
techniques and ML algorithms have been applied in 
the airfare price prediction. More detailed 
information about the related studies is presented 
in Section 2. To the best of our knowledge, penalized 
regression methods (Ridge, Lasso, and Elastic Net) 
have never been used in the airfare price prediction. 
One of the advantages of the penalized regression 
methods is that they set coefficients for input 
features. It means that the importance of the 
features is presented based on the prediction of the 
target feature [6]. For instance, lasso regression can 
be considered as a feature selection approach since 
it sets the coefficients of unrelated features to zero. 
In contrast to lasso regression, ridge regression 
does not subtract unrelated variables while 
bringing the coefficients closer to zero [7]. Thus, the 
goal of this study is to compare the performance of 
penalized regression methods for airfare price 
prediction.  

The structure of the paper is as follows: Section 2 
presents related works in the field. Section 3 
provides information about the dataset. Section 4 
gives information about the background of linear 
regression and penalized regression methods. 
Section 5 includes the evaluation of the penalized 

regression methods. Section 6 concludes the overall 
study and outlines further work.  

2 Related Work 

There are many kinds of research that have been 
developed to predict airfare prices and to reveal the 
most effective features in the prediction of airfare 
prices. In a study [5], machine learning (ML) 
algorithms have been used to analyze airfare prices. 
The ML algorithms employed in [5] are Multilayer 
Perceptron (MLP), Random Forest (RF), Linear 
Regression (LR), Support Vector Machines (SVM), 
Bagging Regression Tree. The best accuracy rate 
(87.93%) has been obtained through the bagging 
regression tree. Five hundred decision trees were 
used in the development process of the model, and 
also 10-fold cross-validation was applied in the 
evaluation process.  In addition, different feature 
combinations have been tried to determine the 
optimal features. In the end, the result without the 
overnight flight feature provided the best result 
compared to other combinations. It means that the 
overnight flight feature can be considered the least 
effective feature. In a different study, different ML 
algorithms have been applied for airfare price 
prediction [8]. Algorithms’ performances were 
compared with and without a feature selection 
approach.  Root Mean Squared Error (RMSE) and R2 
adjusted evaluation metrics were used in the study. 
The best result is obtained applying the RF with 
feature selection approach (RMSE = 62.75, R2 
adjusted = 0.869). It is noted that the RF algorithm 
again provided the best performance compared to 
other ML models without feature selection (RMSE = 
66.58, R2 adjusted = 0.858).  Lu, J. [9] proposed a 
method to provide solutions for time series 
problems applying ML algorithms for the prediction 
of airfare prices.  AdaBoost-Decision Tree 
Classification provided the best performance 
compared to other ML algorithms. In a study [10], a 
model was proposed to determine the best time in 
terms of booking a flight. SVM, k-Nearest Neighbor 
(kNN), RF, and Logistic Regression algorithms were 
implemented in the study. The results show that the 
RF algorithm provided the best performance 
compared to others with a 95.2% test accuracy rate. 
The RF model was created with eighteen trees. On 
the other hand, kNN provided the second-best 
performance (91.3% test accuracy rate) which is 
fairly similar to the performance result of RF. In 
another study, the PLS regression model was 
proposed to predict airfare prices, and this model 
achieved 75.3% accuracy rate [11]. Also, Papadakis 
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[12] developed a model based on ML algorithms to 
predict the ticket price that is likely to drop in the 
future. Ripple Down Rule Learner presented the 
best performance (74.5% accuracy)      when 
compared to the other ML algorithms used in the 
study. Furthermore, performance comparison of 
LR, Naïve Bayes, Softmax Regression, and SVM 
models are carried out in the prediction of airfare 
prices. The best performance is obtained through 
SVM with an 80.6% accuracy rate. 

All the aforementioned studies proposed different 
ML models for the prediction of airfare prices. Even 
if they achieved promising results, to the best of our 
knowledge, penalized regression methods have 
never been applied to predict airfare prices, and the 
prediction problem is still unexplored. Therefore, 
the contribution of this study is the performance 
comparison of penalized regression models in 
airfare price prediction.   

 

3 Dataset 

The dataset used in this research consists of nine 
features for each flight. The features are listed in 
Table 1. It consists of 1814 one-way flights of 
Aegean Airlines from Thessaloniki (Greece) to 
Stuttgart (Germany). This dataset is obtained from 
GitHub [13].  

Table 1. Information about features 
Features Feature Type 
Departure time 
Arrival Time 
Number of free luggage 
Days left until departure 
Number of intermediate stops 
Holiday day  
Overnight flight 
Day of week 

Numeric 
Numeric 
Numeric 
Numeric 
Numeric 
Categorical  
Categorical  
Numeric 

Price Numeric 

4 Penalized Regression Methods 

This section describes the proposed method for the 
airfare price prediction problem. 

4.1 Linear Regression 

There are two types of linear regressions, namely 
simple and multiple linear regression. Simple linear 
regression can be considered as an effective model 
to predict a response based on a single predictor. In 
contrast to simple linear regression, multiple linear 
regression is an effective model if a response is 
predicted based on more than one predictor [14]. 

This study is aimed to predict airfare prices with 
more than one predictor, and so the multiple linear 
regression function is explained as follows:  

𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 +⋯+ 𝛽𝑝𝑋𝑝 + 𝜖 (1) 

where the jth predictor is outlined by Xj, and also an 
association between a variable and the response is 
measured by βj. 

4.2 Penalized Regression Methods 

4.2.1 Ridge Regression 

Hoerl and Kennard proposed the ridge regression in 
1970, and it aims to find the coefficients that 
minimise the error sum of squares by applying a 
penalty to these coefficients. Ridge regression 
function is explained as follows: 

𝑃𝑅𝑅𝑖𝑑𝑔𝑒 =∑(𝑦𝑖 − 𝛽0 −∑𝛽𝑗𝑥𝑖𝑗

𝑝

𝑗=1

)

2
𝑛

𝑖=1

+ 𝜆∑𝛽𝑗
2

𝑃

𝑗=1

 (2) 

where λ ≥ 0 is a tuning parameter, and the term 
𝜆 ∑𝑃

𝑗=1 𝛽
𝑗
2 is called a shrinkage penalty. It is 

resistant to overfitting and provides a solution to 
multidimensionality. It establishes a model using all 
parameters, and it does not subtract unrelated 
variables while bringing the coefficients closer to 
zero. Thus, it is necessary to find a good value for 
alpha (penalty) in setting up the model process [7]. 
Also, using ridge regression is not an advantage if λ 
= 0.  

4.2.2 Lasso Regression 

It makes both variable selection and regularization 
to increase the accuracy and interpretability of the 
produced statistical model. It aims to find the 
coefficients that minimise the sum of squared error      
by applying penalties to the coefficients [7]. Lasso 
regression function is explained as follows: 
 

𝑃𝑅𝐿𝑎𝑠𝑠𝑜 =∑(𝑦𝑖 − 𝛽0 −∑𝛽𝑗𝑥𝑖𝑗

𝑝

𝑗=1

)

2
𝑛

𝑖=1

+ 𝜆∑|𝛽𝑗|

𝑃

𝑗=1

 (3) 

In contrast to ridge regression, it sets the 
coefficients of unrelated variables to zero. In other 
words, the term 𝛽

𝑗

2 in Eq. (2) has been replaced by 

|βj| in Eq. (3), lasso regression.   

4.2.3 Elastic Net Regression 

The goal of the elastic net is the same as with lasso 
and ridge regression. Elastic net combines the ridge 
regression and lasso. In the combination process, 
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the punishment style of the elastic net is the same 
as ridge regression while the variable selection style 
of it is the same as lasso regression [15]. Besides, it 
has considerable computational advantages over 
ridge and lasso. The elastic regression function is 
explained as follows: 

𝑃𝑅𝐸𝑙𝑎𝑠𝑡𝑖𝑐 =∑(𝑦𝑖 − 𝛽0 −∑𝛽𝑗𝑥𝑖𝑗

𝑝

𝑗=1

)

2
𝑛

𝑖=1

+ 𝜆1∑|𝛽𝑗|

𝑃

𝑗=1

+ 𝜆2∑𝛽𝑗
2

𝑃

𝑗=1

 
 
(4) 

 

4.3 Performance Evaluation 

4.3.1 Mean Squared Error (MSE) 

The dataset used in this study consists of 
continuous variables. Mean Squared Error (MSE) 
measures the average of the squares of the errors. 
In other words, it refers to the average squared 
difference between the estimated and the actual 
value [16].  MSE function is explained as follows. 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑃𝑖 − 𝑃�̂�)

2
𝑛

𝑖=1

 
 
(5) 

where 𝑃𝑖  is the actual value, 𝑃�̂�  is the predicted value 
from the model and n is the number of observations.  

4.3.2 K-fold Cross-Validation 

The reason behind using the k-fold cross-validation 
(CV) is that it allows us to see whether the high 
performance of the model is random [17]. Dataset is 
randomly divided into k folds which are the nearly 
same size. k-1 subsets are used to train the data, and 
the remaining last subset is used as test data. The 
average error value obtained as a result of k 
experiments indicates the validity of the model. The 
k value is usually chosen as 3 or 5. In addition, the k 
value can be chosen as 10 or 15, but this may cause 
a very expensive calculation and waste of time. In 
this study, 10-fold cross-validation is used.  

5 Results and Discussion 

This section provides the experimental results and 
discusses the performance of three regression 
methods such as Ridge, Lasso and Elastic  Net 
Regression considering Mean Squared Error as an 
evaluation metric. 

5.1 Results on the Ridge Regression 
 

In the case of the large alpha value used in the ridge 
regression, the coefficient is expected to be much 
smaller compared to the usage of a small alpha 
value. As can be seen from Figure 1, the coefficient 
decreases as alpha increases.  

 

Figure 1. Ridge Plot 
 

5.2 Results on the Lasso Regression 

Figure 2 shows the lasso plot and some of the 
coefficients exactly equal to zero as alpha increases. 
Two features (Overnight and Arrival Time) are 
subtracted based on the lasso regression which 
means that their coefficients are exactly zero.  
 

 

Figure 2. Lasso Plot 

5.3 Results on the Elastic Net Regression 

Figure 3 shows the Elastic Net plot. Four coefficients 
are estimated as very close to zero including ‘Days 
until departure’, ‘Intermediate Stops’, ‘Day of Week’, 
and ‘Arrival Time’.              
 

 

Figure 3. Elastic Net Plot 
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5.4 Overall Interpretation of the Results 

Performance comparison of penalized regression 
methods is presented based on Mean Squared Error 
(MSE) and Mean Absolute Error MAE in the 
evaluation process of the methods. The comparison 
is presented in Table 2. Lasso regression method 
achieved to provide the best MSE rate. On the other 
hand, the worst MSE rate was obtained by the 
elastic net. Furthermore, MAE Lasso regression has 
the best MAE rate in predicting airfare price.   

Table 2. Performance Results of Methods 
Method MSE MAE 

Ridge Regression 160103 147.74 

Lasso Regression 159280 146.43 
Elastic Regression 174203 346.81 

The results indicate that lasso regression can be 
considered as the more effective method than the 
ridge and elastic net in the prediction of airfare 
prices. 

6 Conclusion and Further Work 

Performance of penalized regression methods is 
compared in the prediction of airfare price. The 
dataset has 1814 one-way flights of Aegean Airlines 
from Thessaloniki to Stuttgart. The results show 
that ridge and lasso regression methods provided 
almost similar performance based on MSE. 
However, the best performance about the 
prediction of airfare price prediction is obtained 
through the lasso regression. Two unrelated 
features are subtracted based on the lasso 
regression namely, overnight and arrival time. In 
the future, airfare prices can be predicted based on 
larger airfare datasets. Besides, deep learning 
algorithms can be applied to predict the airfare 
price prediction [18].                 
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