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A Multi-task Deep Learning System for Face Detection and Age Group 

Classification for Masked Faces 

Gozde YOLCU ÖZTEL*1, İsmail ÖZTEL2 

Abstract 

COVID-19 is an ongoing pandemic, and according to experts, using a face mask can reduce the 

spread of the disease. On the other hand, masks cause occlusion in faces and can create safety 

problems such as the recognition of the face and the estimation of its age. To prevent the spread 

of COVID-19, some countries have restrictions according to age groups. Also, in different 

countries, people in some age groups have safety restrictions such as driving and consuming 

alcohol, etc. But these rules are difficult to follow due to occlusion in faces. Automated systems 

can assist in monitoring these rules. In this study, a deep learning-based automated multi-task 

face detection and age group classification system is proposed for masked faces. The system 

first detects masked/no-masked-faces. Then, it classifies them according to age-groups. It 

works for multi-person regardless of indoor/outdoor environment.  The system achieved 92.0% 

average precision score for masked face detection using YOLO with resnet50 network. Also, 

83.87% accuracy for classifying age groups with masked faces and 84.48% accuracy for no-

masked faces using densenet201 network have been observed. It produced better results 

compared to the literature. The results are significant because they show that a reliable age 

classification for masked faces is possible. 

Keywords: age classification, computer vision, COVID-19, deep learning, pretrained networks  

 

1. INTRODUCTION 

The Novel Coronavirus Disease (COVID-19) is a 

worldwide emergency because of its rapid spread 

and the high death rate. Unfortunately, specific 

medications are not yet available. Despite some 

new vaccines, most scientists predict that 

COVID-19 vaccines will not be 100% effective 

like most other vaccines [1]. Many studies have 

been presented to assist the diagnosis of disease. 

In [2]–[5], the authors have studied on classifying 

 
* Corresponding author: gyolcu@sakarya.edu.tr 
1 Sakarya University, Faculty of Computer and Information Sciences, Software Engineering Department 

ORCID: https://orcid.org/0000-0002-7841-2131 
2 Sakarya University, Faculty of Computer and Information Sciences, Computer Engineering Department 

E-mail: ioztel@sakarya.edu.tr 

ORCID: https://orcid.org/0000-0001-5157-7035 

of COVID-19 in chest X-ray images. Also, some 

studies [6], [7] worked on automatic COVID-19 

lung infected region segmentation. 

WHO reported that social distancing measures 

and wearing medical face mask help to slow the 

spread of disease. In many countries, wearing a 

medical face mask is obligatory. To prevent the 

spread of COVID-19, restrictions according to 

age groups are applied in some countries. For 

example, according to the restrictions applied in 
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the past in Turkey, people over the age of 65 were 

only allowed to go out between 10:00 and 13:00. 

Similarly, people under the age of 20 were 

allowed to go out between 13:00 and 16:00.  Also, 

public transportation was prohibited for these two 

age groups. Thus, to monitor whether compliance 

with these rules, there was a need to detect the age 

group of people wearing masks. 

In addition, estimating the age groups of people 

wearing masks is also important for safety. For 

example, according to different countries, people 

in some age groups have restrictions such as 

driving, consuming alcohol, etc. After the 

pandemic, age has become hidden due to the 

mask, and it has become hard to check whether 

these rules are being followed. 

 It is quite difficult for the human observer to 

predict the age groups of masked people. An 

assistance system can make this observation 

easier. Thus, there is a need to develop non-

invasive, quantitative, and objective automated 

systems for determining age groups. 

This study proposes a deep learning-based multi-

task system for face detection and age-group 

classification using masked face. It classifies 

human faces into 3 age groups which are teenager 

(12-20), middle (21-64), and elder (65+). The 

system can work for multi-person regardless of 

indoor/outdoor environment. The proposed 

system is useful for tracking restrictions 

according to age groups to prevent the spread of 

coronavirus disease. This tool also can be used for 

automated age determination of masked people 

for security purposes. Moreover, it can be an 

assistant system for suggesting videos/products 

according to the target age group. The main 

contributions of this study can be summarized as:  

(1) Although the face masks cover the wrinkles in 

the mouth and cheeks, which play an important 

role in age determination, such a system that gives 

promising results has been developed.  

(2) Reduced computational cost with fewer face 

attributes, making the approach advantageous for 

real-time or resource-limited systems.  

The rest of the paper has been organized as 

follows: Section 2 has the information of related 

works for age classification. Section 3 includes 

preparation of the masked images dataset 

approach, detection and classification methods. 

Experimental results have been given in Section 

4. Finally, the paper has been concluded in 

Section 5.  

2. RELATED WORKS 

Recently, many studies have been presented to 

help reduce the spread of COVID-19 or to assist 

the diagnosis of disease. In [8]–[10], tools were 

presented for automated mask detection on 

human faces. In [11]–[13], the researchers 

presented tools for automated social distance and 

mask detection. In [14], the authors presented a 

formally verified authentication protocol in 

secure framework for mobile healthcare during 

the COVID-19-like pandemic. In [15], the authors 

proposed a masked face recognition system.  

This study proposes an assistance system for 

reducing the spread of COVID-19 using computer 

vision methods. Owing to computer vision 

technologies, dealing with many troublesome 

problems in daily life has become more effortless 

with automated systems [16]–[25]. The aging 

process on human facial appearances is affected 

by many factors such as health, weather, living 

environment, gender, race, etc. Thus, determining 

the age of a person may be difficult for an expert, 

and automated systems can be helpful for this 

task. Age group classification is one of the 

challenging tasks of computer vision due to 

changes in position and orientation, lighting 

conditions, image resolution, etc. [26]. 

Over the years, many age classification studies 

have been presented for different purposes. In the 

study of [27], the authors used age and gender 

classification for effective marketing analysis. 

Also, in [28], the authors used age classification 

for risk stratification in glioma patients. In [29], 

an age classification system was used for 

detecting illicit activity in suspicious sites. 

Age group classification was first applied in [30]. 

In their study, authors classified images into three 
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age groups which are babies, young adults, and 

senior adults. In the study, six ratios of distances 

between primary components (e.g., eyes, noses, 

mouth, etc.) and wrinkles on specific areas of a 

face were used. 

In [31], Sobel edge operator and region labeling 

were used to locate the positions of eyes, noses, 

and mouths. Then, geometric and wrinkle features 

were extracted. Finally, the features were 

classified using two back-propagation neural 

networks. In [32],  geometric features were 

extracted from faces and fused the results using 

five different classifiers. In [33], the authors used 

local binary patterns (LBP) and the k-nearest 

neighbor classifiers for the age group 

classification system. In [34], authors computed 

the geometric components of facial images; like 

wrinkle topography, face edge, left eye to right 

eye separation, eye to nose separation, eye to jaw 

separation, and eye to lip separation. Then K-

means algorithm was used for the classification. 

Different from the above studies, age group 

classification from masked faces due to COVID-

19 is the motivation of this study. Because most 

of the important facial attributes, such as wrinkles 

on cheeks, nose, etc., are not visible due to the 

face mask; estimating the age group of people 

with facial masks becomes more difficult. 

On the other hand, Haar Cascade can be another 

choice for mask detection. In the literature, some 

studies compare the Haar Cascade and deep 

learning networks. According to [35], CNN 

outperforms cascade classifiers in plenty of cases. 

Generally, Haar Cascade is fast because it uses 

fewer features. But detection rate is better in a 

deep learning model because the deep learning 

system uses many other features [35].  Usage of 

the Haar Cascade or deep learning model has 

advantages and disadvantages. A choice can be 

made based on the current requirements. In this 

study, deep learning models were preferred. 

3. METHODOLOGY 

3.1. Preprocessing 

Unfortunately, there aren't any age datasets with 

masked faces. Thus, UTKFace Large Scale Face 

Dataset [36] images were preprocessed to be 

placed a medical face mask on each face image. 

Before placing the mask on the face, the width of 

the mask was resized to be the x distance between 

the two ears and the length of the mask to be the 

y distance between the nose and the chin. With 

this step, the system has been made flexible for 

each face size. Figure 1 shows these distances. 

 

Figure 1 Distances used for mask placed on the face 

In order to place the mask on the face with a 

transparent background, alpha-channel 

information of the mask image is used. Alpha 

channel has 0 values in regions associated with 

the transparent background.  

To combine the transparent background mask 

image with a facial image, firstly, the 

transposition of the alpha channel (a in Figure 2) 

of the mask image is multiplied by the 

corresponding region on the face. The resulting 

image is then added to the multiplexing of the 

mask image (b) with its alpha channel (c). Thus, 

the composite image picks colors from the image 

when the alpha channel is 1 and picks colors from 

the facial region when the alpha channel is 0. Eq. 

1 defines these processes. Also, these processes 

are illustrated in Figure 2. 

𝐶 = 𝑎𝑙𝑝ℎ𝑎𝑚
𝑇 ∗ 𝑓𝑟 + 𝑚 ∗ 𝑎𝑙𝑝ℎ𝑎𝑚 (1) 
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where C is composite image, 𝑎𝑙𝑝ℎ𝑎𝑚 is alpha 

channel of the mask image, fr is facial region 

which is adding the mask, m is the mask image 

and T represents the transpose process. 

 

Figure 2 Combining the transparent background 

mask image with a facial image. a is the transposition 

of the alpha channel, b is the mask image, and c is the 

alpha channel of the mask image 

3.2. Proposed System 

The system pipeline of the proposed age group 

classification system for masked faces is 

illustrated in Figure 3. As can be seen in Figure 3, 

the system first detects faces. For this purpose, a 

Faster R-CNN and a YOLO detector have been 

tried, and the YOLO outperformed the Faster R-

CNN. After the detection step in real-time, a 

classification network classifies the cropped faces 

as masked vs. no masked using the YOLO model. 

3.3. Masked Face Detection using Faster R-

CNN 

The Faster R-CNN [37] architecture contains a 

pretrained network as a feature extractor and two 

subnets [37]. For pretrained network, Resnet-50 

has been used. The task of the first subnet is to 

inform the second network of where the object 

will be searched. The first subnet is a fully 

convolutional network. It takes an image and 

outputs rectangular object proposals for that 

image. Every object proposals have objectness 

scores. The task of the second subnet is the 

prediction of the real class labels for object 

proposals. 

For the masked face detection task, the maximum 

possible proposal number is determined as 3 

empirically. That means 3 reference boxes, which 

are named anchor. Therefore, for all coordinates 

of 3 boxes, the classification layer outputs 6 score 

values for each proposal for the probability of 

object or not object. The loss function of the 

Faster R-CNN is defined in Eq. 2 [37]. 

𝐿({𝑝𝑖}, {𝑡𝑖}) =
1

𝑁𝑐𝑙𝑠
∑ 𝐿𝑐𝑙𝑠(𝑝𝑖, 𝑝𝑖

∗)
𝑖

 

                       +𝜆
1

𝑁𝑟𝑒𝑔
∑ 𝑝𝑖

∗𝐿𝑟𝑒𝑔(𝑡𝑖, 𝑡𝑖
∗)𝑖  (2) 

where i is the number of anchor, 𝑝𝑖 is anchor's 

predicted probability, 𝑝𝑖
∗ is 1 or 0 based on the 

situation if the anchor is positive or negative, 

respectively. 𝑡𝑖 shows the coordinates of 

predicted bounding box. 𝑡𝑖
∗ shows the ground-

truth box. 𝐿𝑐𝑙𝑠 represents the classification loss. 

𝐿𝑟𝑒𝑔(𝑡𝑖, 𝑡𝑖
∗) represents the regression loss. The 

loss of regression can be active with just positive 

anchors, and this is performed using 𝑝𝑖
∗𝐿𝑟𝑒𝑔 in the 

equation. 𝑁𝑐𝑙𝑠 and 𝑁𝑟𝑒𝑔 are performed to 

normalize the two term in the equation using a 

balancing parameter 𝜆. 

3.4. Masked Face Detection using YOLO 

The You Only Look Once (YOLO) is an object 

detection algorithm. It uses a single stage CNN 

for detection. An object detector decodes the 

predictions and produces some bounding boxes 

[38], [39].  

 

Figure 3 Proposed system pipeline 
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The anchor boxes are used to detect the object 

classes. For each anchor box; IoU, anchor box 

offsets, class probability attributes are predicted. 

IoU defines the objectness score of the anchor 

boxes.  The anchor box offsets define anchor box 

position. Class probability defines the class label 

of each anchor box. 

YOLO works on raw images.  The input images 

are divided into grids. Each grid tries to find out 

if the object is in the field.  So, a separate 

prediction vector is created for each grid. In this 

study, different feature extractor networks have 

been used for YOLO, and ResNet showed the best 

performance. 

3.5. Age Group Classification using Deep 

Transfer Learning 

After obtaining masked and no-masked faces 

from the first stage, the second task is classifying 

these faces according to age group. For this 

purpose, a Deep Convolutional Neural Network 

(DCNN) based approach is used. DCNN is one of 

the classes of deep neural network approaches 

used for computer vision problems [40]. It shows 

outstanding performance in different tasks [41]–

[43]. 

In DCNN, information is transmitted through the 

layers, with the input of each layer being the 

output of the next layer. Learning is applied with 

the backpropagation [44] and stochastic gradient 

descent [40]. DCNN provides automated learning  

of discriminant features for a specific task. For the 

training process, data usually annotated by 

experts is used [45].  

DCNNs are structured with different 

combinations of convolutions, pooling, dropout, 

and fully connected layers. In convolution layers, 

the input is convolved with the learned filters. The 

filters capture image features. Eq.3 shows the 

mathematical definition of the convolution 

process [40]. 

𝑆(𝑖, 𝑗) = (𝐼 ∗ 𝐾)(𝑖, 𝑗) 
             = ∑ ∑ 𝐼(𝑖 + 𝑚, 𝑗 + 𝑛)𝐾(𝑚, 𝑛)𝑛𝑚  (3) 

where I is an input image, K is a filter, S is the 

output after the convolution process and i,j,m,n 

are the index values.  

In pooling layers, inputs are subsampled for 

reducing the spatial size. Thus, the number of 

parameters is reduced, and overfitting is 

controlled. In fully connected layers, 

classification or regression are performed using 

the collected features from previous layers. 

Softmax layer determines which class it belongs 

to using the values obtained from the fully 

connected layer. The mathematical equation of 

the softmax function is given in Eq.4 [40]. 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑥)𝑖 =
exp (𝑥𝑖)

∑ exp (𝑥𝑗)𝑛
𝑗=1

 (4) 

where x is the output of the fully connected layer, 

i is the number of samples, and j is the number of 

the classes. 

In dropout layers, input elements are randomly set 

to zero with a given probability. This is used for 

preventing overfitting. 

Transfer learning allows the parameters of a 

network learned for a task to be reused as the 

starting point for another task [46]. Owing to the 

transfer learning, the performances of various 

machine learning tasks are improved [47]. In the 

proposed system, in order to take advantage of 

transfer learning, pre-trained networks developed 

for object detection task has been used. To apply 

these networks in the proposed study, just the 

fully connected and classification layers of the 

pretrained network have changed with new ones. 

The rest of the pretrained network has not been 

changed. To adapt the networks to the age group 

classification, the networks are retrained with 

facial age images. The properties of pretrained 

networks which are used in this study are given in 

Table 1.
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Table 1 Properties of pretrained networks used for age group classification 

Network Depth Parameters 

(𝒙𝟏𝟎𝟔) 

Image 

input size 

Size (MB) 

alexnet [48] 8 61.0 227*227 227 

vgg16 [49] 16 138 224*224 515 

vgg19 [49] 19 144 224*224 535 

squeezenet [50] 18 1.24 227*227 5.2 

googlenet [51] 22 7 224*224 27 

inceptionv3 [52] 48 23.9 299*299 89 

densenet201 [53] 201 20 224*224 77 

mobilenetv2 [54] 53 3.5 224*224 13 

resnet-101 [55] 101 44.6 224*224 167 

xception [56] 71 22.9 299*299 85 

shufflenet  [57] 50 1.4 224*224 5.4 

darknet53 [38] 53 41.6 256*256 155 

4. EXPERIMENTAL RESULTS 

4.1. Datasets 

In this study, two different databases were used 

for two different tasks. For the age group 

classification stage, UTKFace Large Scale Face 

Dataset was used. It has the age labels for no-

masked human faces. In order to obtain training 

and test images for the masked age classification 

pipeline, firstly, masks were placed on the faces 

in this dataset as mentioned in the method section.  

The database has 6631 face images. 1015 images 

contain faces from 12 to 20 years old, 4503 

images from 21 to 64, and 1113 images from 65 

to 110. The dataset was divided into 3 parts: 

training set (%75), validation set (%5), and test set 

(%20). For the masked faces detection step, the 

system was trained using Face Mask Dataset from 

Kaggle [58]. The dataset has 853 masked and no-

masked face images. 767 images were used for 

the training, and 86 images were used for testing 

purposes. These images mostly include multiple 

human faces. Totally, the dataset has 3355 

samples of faces with mask and 717 samples of 

faces without a mask. Also, a flipping process was 

applied to the images for data augmentation in 

order to increase the performance of the mask 

detection because of the small dataset size. 

4.2. Evaluation of the System 

Because classification results are usually 

evaluated using the Accuracy criteria index in the 

literature, this index was used for a reliable 

comparison in this study. The mathematical 

definition of Accuracy is given in Eq.5. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃)
 (5) 

Also, in the literature, object detection 

performances are usually evaluated with Average 

Precision (AP), and mean Average Precision 

(mAP) metrics. Thus, this metric has been used 

for the mask detection task in this study. Average 

Precision (AP) is calculated using precision 

(Eq.6.) and Recall (Eq.7.) as can be seen in Eq 8. 

mAP is the mean of the APs for all classes. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
 (6) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
                                             (7) 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ∑
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙
                   (8) 

where TP is True-Positives, FP is False-Positives 

and FN is False-Positives. 

In order to detect the faces with mask or no-mask, 

Faster R-CNN and YOLO with resnet50 feature 

extractor have been used in this study. The 

training parameters used by resnet50 are as 

follows: learning rate is 0.005, drop factor is 0.1, 

mini batch size is 8, momentum is 0.9, and the 
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optimizer is sgdm. The masked face detection 

system showed 92% AP score for masked faces 

and 91.50% mAP score in Face Mask Detection 

Dataset. 

For the age group classification task, some 

popular pretrained networks were retrained with 

masked and no-masked faces from the dataset. 

The parameters of the used CNN's are given as 

follows for 12 different pretrained networks. The 

optimizer is sgdm, the learning rate is 0.001, 

minibatch size is 32 and momentum is 0.9.  Also, 

the training and validation data are shuffled once 

before training. 

Classification results are shown in Table 2. As can 

be seen in this table, densenet201 showed the best 

performance when considering masked and 

unmasked face classification joint performance.  

Although a large part of the face has occlusion 

with the mask, age group classification in masked 

faces showed close results to unmasked faces 

(only slightly lower by 1%). As seen in the table, 

networks have generally produced similar results. 

Table 2 Accuracy of pretrained networks used for age 

group classification 

Pretrained 

Network 

With  

mask 

(%) 

Without  

mask 

(%) 

alexnet 75.81 78.82 

vgg16 78.37 84.48 

vgg19 77.24 83.04 

squeezenet 78.30 81.76 

googlenet 81.24 81.54 

inceptionv3 81.69 85.38 

densenet201 83.87 84.48 

mobilenetv2 80.78 81.54 

resnet-101 83.35 83.57 

xception 79.88 83.04 

shufflenet 81.16 82.22 

darknet53 81.69 83.95 

In DCNNs, the first convolutional layers learn 

basic features. The same situation is observed on 

the first convolutional filters of densenet201, 

which has the best score for age group 

classification. The first convolutional filters of 

densenet201 are given in Figure 4. As can be seen 

in this figure, the filters generally learned edges 

and color information. 

 
Figure 4 Samples of first convolutional layer filters 

from densenet201 network 

In order to show that how to learn the networks, 

some output samples of the first convolutional 

layer of the densenet201 are given in Figure 5. 

Figure 5, can be interpreted that the filter ignores 

the mask region and highlight the remaining facial 

areas in (a). Situation (b) can be interpreted that 

the filter of the sample (b) becomes apparent in 

the lines of the figure and it can be related with 

wrinkles for the age classification. 

 
(a) 

 
(b) 

Figure 5 Some samples of the outputs of the first 

convolutional layer from densenet201. (a) and (b) 

have an original image from UTKFace dataset with 

implemented face mask and corresponding output 

that is convolved a filter from the first convolutional 

layer of densenet201. 

Figure 6 shows some sample frames from the 

system outputs. Figure 6 (a), (b), (c), (d) are from 

the Face Mask Dataset images and (e), (f) are 

from real time system. As can be seen in the 

subfigures, the system produces promising 

results. Also, Figure 6 (e) and (f), show that the 

system is not affected by poor lighting conditions 

and different background conditions in an 

environment. 

Gozde YOLCU ÖZTEL, İsmail ÖZTEL

A Multi-task Deep Learning System for Face Detection and Age Group Classification for Masked Faces

Sakarya University Journal of Science 25(6), 1394-1407, 2021 1400



4.3. Performance Comparison 

The performance of the proposed system has been 

compared to masked face detection and age group 

classification systems in the literature, 

individually. Unfortunately, there is no unified 

benchmark test set for masked face detection and 

age group classification; different researchers use 

different test sets to report their results. Moreover, 

age classification studies in the literature work on 

the whole face without a mask. These factors 

make a fair comparison very hard. 

The comparison of proposed masked face 

detection performance with the literature has been 

given in Table 3. According to the table, the 

proposed YOLO has the best performance in 

terms of AP. Also, in [59], the authors removed 

some images from the merged database, and the 

deleted images are not clear. Thus, a fair 

comparison can not be performed with this study. 

Table 4 shows a comparison against age group 

classification systems using whole face 

information. In this study, the main motivation is 

detecting masked face groups in terms of assist 

controlling COVID-19 restrictions and other 

security restrictions. Thus, age groups between 

12-20, 21-64, and 65+ are key points for this 

motivation. Unfortunately, there is not a 

benchmark dataset for this motivation. Thus, the 

comparison has been applied with-the studies that 

used the different number of age groups on 

unmasked faces. Although this is not a fair 

comparison, there are no other datasets to 

compare. It was especially shown in the table that 

the number of classes was different, and other 

studies worked on the unmasked face.  

   
                                     (a)                                         (b)                                         (c) 

   
                                      (d)                                        (e)                                          (f) 
Figure 6 Some samples of the system output from Face Mask Dataset (a,b,c,d) and real time test environment (e,f) 

Table 3 Comparison of masked face detection performance with the literature 

Method Dataset 

 

Average 

Precision 

LLE_CNNs [60] MAFA 76.4% 

YOLO with Resnet [59] (MMD+FMD) * 81.0% 

Proposed Faster R-CNN FMD 79.0% 

Proposed YOLO FMD 92.0% 
*: Note: The authors of Loey2020 removed some images in the merged database. 

In this paper, two systems with the same 

processing steps, one with features from the 

whole face, one with features from the masked 

face, have been developed. The results in Table 4 

demonstrate that successful age group 

classification is possible for masked faces. Using 

both whole face information and masked face 

information individually, the proposed system 
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produced better results compared to previous 

studies. Also, using masked face information, the 

system produced comparable results against the 

system using whole face information (only 

slightly lower by ∼1% compared to the whole face 

age group classification system while using only 

a small part of the face). 

5. CONCLUSIONS 

This study proposed a multi-task deep learning 

system for face detection and age group 

classification from masked faces. Recently, for 

fighting against COVID-19, people have used 

face masks. One of the disadvantages of face 

masks is causing occlusions in the face. Thus it 

produces difficulties for analyzing the face. But 

face analysis is essential for security. With this 

motivation, this study focuses on masked faces. 

The proposed system first detects masked and no-

masked faces in an environment. Then, it 

classifies these faces according to three age 

groups. It can classify age groups for people in 

front and side profiles, even in crowded areas. It 

can work regardless of the indoor/outdoor 

environment. It assists observers to more 

effortlessly and accurately detect the age group of 

the masked face. Also, it can quickly detect the 

people who do not obey the age-related rules in 

public areas such as markets, streets, shopping 

centers, airports, etc. and assist the authorities. 

Thus, more people can be provided to comply 

with the rules. 

One of the study's limitations is that there is no 

database suitable for motivation, as explained in 

the experiment section. For this reason, the 

comparison could be made with studies of 

different classes of age groups. Also, errors are 

usually observed in the age borders separating the 

classes. For example, it is very difficult to 

distinguish two people's ages that are 20 and 21. 

But since these two are in separate classes, the 

correct classification of the system is expected. 

This is another limitation for the system 

The proposed system achieved 92% AP score for 

masked face detection. Also, it produced 83.87% 

age group classification accuracy for masked 

faces. Comparison to the literature showed that 

the proposed system produces better results 

against the age group classification system with 

whole face analysis. These results are significant 

because they show that a reliable age 

classification for masked faces is possible. It may 

be one of the pioneering studies in terms of its 

motivation. 
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Table 4 Age group classification accuracies for the proposed system and other studies 

Method Dataset Age group number Masked/no-masked Acc(%) 

MTCNN [61] UTKFace 7 no-masked 70.1 

FFNet [61] UTKFace 7 no-masked 64.0 

FaceNet [61] UTKFace 7 no-masked 59.6 

Local age group modelling [62] Images of 

Groups 

7 no-masked 59.8 

Shape and TextureCharacteristic [63] FG-NET 5 no-masked 79.2 

Proposed UTKFace 3 masked 83.87 

Proposed UTKFace 3 no-masked 84.48 
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