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Abstract-In this pa per, a ne\v technique to recognize 
and process Barcodes is introduced. The technique 
employs Inductive Learning. It is suitable to use, for 
example, in a factory to control the \\'Orkers, staff, stock 
ete. In this technique only vert.ical lines are considered 
\\·hile the spaces in bet,veen are ignored. This results 
faster processing. Each Barcode is considered to 
represent an iteın. For each Barcode a rule is ex1.racted 
from the necessary information using Inductive 
Learning. So the unnecessary information is eliminated. 
This causes faster processing time and less amount of 
memory. In order to use this technique no special 
hard\:vare is required. Only a PC and a Barcode reader _is 
enough. 
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I. INTRODlJCTIO] 

Barcodes are made of some thin and bold bars, some 
spaces in bet\\'ecn and so me meaningful numbers[ 1]. 
They can be used to recognize sorne items such as the 
type, price ete. of a product; the names and other 
necessary information of staffs in a factoryƕ the names, 
subjectsƖ author' s nam es, year and other information of 
a book or publication in a library and so on. For 
example in a factory the \Vorker' s and staff' s comings 
and goings can be controlled and for example payroB 
can be designed using barcodes. In order to do these the 
barcode must be read and processed. Normally a 
barcode is read by a reader and recognized using a 
special hard"Ware v.'hich en1ploys a special technique[2]. 

In this paper a ne'v technique to process and recognize 
Barcodes is introduced. The technique employs 
lnductive Learning. In the paper RULES-3 inductive 
learning algorithm is introduced. For a number of 
randamly generated barcodes, how the necessary rules 
are extracted and using the extracted rules how barcodes 
are recognized are explained. 

II. RULES-3 INDlTCTIVE LEARNIXG 

ALGORITH^I 

In recent years, thcre has been a grov.-ing amount of 
research on inductive learning. In its broadest sense., 
induction (or inductive inference) is a nıethod of moving 

jro1n the particu/ar to the general - from specifıc 
examples to general rules. Induction can be considered 
the process of generalizing a procedural description 
from presented or observed examples [3,4,5] .  These 
examples may be specified by an expert as a good 
tutarial set, or may come fron1 some neutral source such 
as an archive. The induction process ,\.. ili attempt to find 
a method of classifying an example expressed as a 
function of the attributes, that explains the training 
examples and that may also be used to classify 
previously unseen cases. 

RULES-3 (6] is a simple algorithm for extracting a set 
of classification rules from a calleetion of examples for 
objects belonging to one of a number of known classes. 
An object must be deseribed in terrns of a fixed set of 
attributes, each \\ith its O\\·TI range of possible values 
\\·hich could be nominal or nurnericaL For example, 
attribute "length" might have nominal values {short, 
ınedium, long} or nunlerical values in the range {-10, 
10}. 

An attribute-Yalue pair constitutes a condition in a rule. 
If the number of attributes is Na , a rule may contain 

behveen one and Na conditions. Only conjunction of 

conditions is permitted in a rule and therefore the 
attributes rnust all be different if the rule comprises 
rnore than one condition. 

RULES-3 extracts rules by considering one example at a 
tin1e. It forms an array consisting of all attribute-value 
pairs associated with the object in that example, the 
total number of elements in the array being equal to the 
number of attributes of the objcct. The rule forming 
procedure may require at most N0 iterations per 
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example. In the fırst iteration, nıles n1ay be produced 
with one element from the array. Each element is 
examined in turn to see if, for the complete example 
collection, it appears only in objects belonging to one 
class. If so, a candidate rule is obtained 'With that 
element as the condition. In either case, the nex1 
element is taken and the examination repeated until all 
elements in the array have been considered. At this 
stage, if no rules have been fo ımed, the second iteration 
begins \Vith two elements of the array being examined at 
a time. Rules formed in the second iteration therefore 
have t\vo conditions. The procedure continues until an 
iteration ıvhen one or more candidate rules can be 
extracted or the maximum number of iterations for the 
example is reached. In the latter case, the example itself 
is adopted as the rule. If more than one candidate role is 

ed for an example, the rule \\'hi ch classifies the 
highest number of examplcs, is selected and used to 
classify objects in the collection of examples. Examples 
of \vhich objects are classified by the selected rule are 
removed from the collection. The next example 
remaining in the calleetion is then taken and ıule 
extraction is carried out for that example. This 
procedure continues until there are no exaınples left in 
the collection and all objects have been classifıed. This 
algorithnı can be sumınarizes as follow: 

• 

Step 1. Define ranges for the attributes \vhich have 
nunlerical values and assign labels to those 
ranges 

Step 2. Set the minimum number of conditions 


Step 3. Tak e an unclassified example 
Step 4. Ne= Nemin - 1  

barcode are numbered fron1 left to right for each 
barcode. Each line represents an attribute. For exampJe 
the first line represents Atuibute- 1 (or A l  in short), the 
second A2 ete. The value for each attribute can vary 
from 1 to 5 pixels. In this work the set of examples 
consists of 30 randamly generated barcodes. Only the 
thickness of lines are considered while the spaces in 
behveen are ignored. Each example consists of 20 
values for each barcode. For instance the follo\ving 
example represents Barcode-ı: 

4, 3,3, 2, 2, 4,1, 4, 5, 4,1, 3,5, 4, 2,5, 5, 1,5, 2,Barcode 1 

It means the thickness for the first line in the Barcode- 1 
is 4 pixels, for the second it is 3 pixels and so on. The 
\vhole set of randonıly generated cxamples is given in 
Table 1. 

!\'©. FORl\f_G THE 


KJ�O\VLEDGE BASE 


Using RULES-3, 30 rules can be extracted from the set 
of examples given in Tablel .  The rule set (knowledge 
base) is given in Table 2. As can be seen from Table 2, 

none of the rules contains mo re than t\\'0 conditions and 
even some of them have only one condition. It sho,vs 
that out of 20 possible conditions only one or t\vo of 
them are enough to represent and recognize each 
barcode \Vhile the rest are not necessary for this 
application. This helps to spent less effort and time to 
store, recognize and process a barcode. The unnecessary 
inforrnation is elinlinated by means of inducth·e 
leaming. 

\'. Bl\RCODES RECOGNirfiON 


Step 5.  If Ne< Na then Ne= Ne+ I 

Step 6. Take all values or labels contained in the 
example 

Step 7. Form objects \\'hich are combinations of Ne 
values taken from the values or labels obtained 

in Step 6 
Step 8. If at least one of the objects belongs to a unique 


class then form rules with those objectsý 

ELSE go to Step 5 

Step 9. Select the rule \vhich classifies the highest 
number of examples 

Step 1 O. Remove examples classified by the selected 
rule 

Step 1 1. If there are no mo re unclassified examples 
then STOP; 
ELSE go to Step 3 

III. OBT .. ̀ INING THE SET OF BARCODE 


EXAa-IPLES 


For t.ltis application it is assumed that there are 20 

attributes. Each attribute is considered to represent the 

thickness of a vertical line. The vcrtical lines in a 


In order to recognize a barcode, the rules obtained by 
RULES-3 and given in Table 2 are used. For this, first 
of all the barcode must be read via a reader and it must 
be transferred to a PC. Afternrards using a very simple 
software the thickness of each line is obtained. The 
extracted rules are examined \vhether they rnatch \\'İth 
this object or not. When a rule is satisfied then the class 
(barcode) is obtained. As an example in this \vork each 
barcode \vas considered to represent a book. Each 
barcode \Vas used for the name, the authors names, date, 
place and some other necessary of a book. It 
\vas realized that 3 O different barcode s were correctly 
recognized. When the barcode is recognized, the related 
information can be obtained from a data-base. No 
special hard\\'are  is required for this process, only a 
reader and a PC will do the job. Since the number of 
conditions is usually sman for extracted rules, the 
process will not take long time provided that the number 
of rules is not too big. The nunıber of extractable rules 
depends on the number of examples. So if the number of 
examples is too big then this technique may not be 
suitable. 
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Table l. The set of for 30 Barcodes. 

Al A2 A3 A4 AS 

ı 4 3 3 2 2 

2 3 4 ı 3 3 

3 ı 5 4 ı 3 

4 3 3 4 2 4 

5 3 4 5 5 ı 

6 2 3 1 3 2 

7 ı ı 2 ı ı 

8 3 3 3 2 . 2 

9 4 2 2 3 2 

lO 5 4 2 ı 3 

ıı 3 3 4 ı 3 

12 2 3 2 5 3 

13 ı ı ı 4 3 

14 5 5 4 3 4 

15 2 2 2 2 3 

16 4 ı 3 4 5 

17 3 3 ı 2 4 

18 3 5 3 2 5 

19 2 4 2 4 ı 

20 2 2 2 3 2 

21 ı 2 3 ı 4 

22 ı ı 2 ı 5 

23 2 2 3 2 3 

24 ı 2 4 ı ı 

25 4 3 2 3 4 

26 4 5 ı 3 3 

27 3 3 3 4 1 

28 4 5 2 4 4 

29 3 5 ı ı 3 

30 4 4 4 ı 4 

A6 A7 AS A9 Al O 

4 ı 4 5 4 

2 4 4 2 2 

ı ı 4 2 ı 

2 ı 3 ı 3 

3 5 3 4 3 

4 3 ı 5 4 

3 4 3 5 ı 

ı 3 ı 5 ı 

2 ı 3 2 5 

2 5 ı ı 2 

3 5 3 3 3 

ı 4 4 4 4 

3 2 3 4 4 

2 2 3 5 ı 

ı 3 5 3 5 

2 5 5 4 5 

5 3 1 
-
) 2 

2 2 ı 2 ı 

3 5 2 5 ı 

3 2 ı 5 ı 

ı 2 4 3 ı 

5 3 4 ı 2 

3 3 ı 3 2 

2 2 3 2 2 

3 5 2 4 5 

ı 3 4 3 3 

3 ı 2 4 3 

ı 4 3 2 4 

2 3 3 4 3 

ı 2 5 5 2 

5: 
en 

1\1 ı A12 A13 A14 AlS Al6 A17 Al8 t\19 A20 BARCODI4: )> 
ı 3 5 4 2 5 5 1 5 2 Barcode I 

:A
en 
o 

5 5 3 5 5 2 4 5 2 3 Barcodc2 -<-
2 2 2 5 5 3 2 ı ı 4 Barcode3 .̈ 
5 2 4 2 2 5 4 4 3 ı Barcode4 

CD
)> 

3 3 2 3 2 ı 2 5 ı 2 Barcode5 
-<
;o
)>

3 2 ı 4 3 4 3 5 ı 2 Barcodc6 5: 

1 4 3 2 ı 4 5 3 ı 4 Barcodc7 

3 2 5 4 2 4 2 ı ı 2 Barcode8 

3 4 5 2 3 1 4 3 5 ı Barcodc9 

3 5 3 3 5 5 4 4 5 2 BarcodelO 

2 4 3 4 5 2 2 2 1 3 Barcode I1 

ı 5 2 5 ı ı 4 2 3 ı Barcodc12 

2 5 4 ı 4 4 ı 3 3 2 Barcodcl3 

4 2 ı ı ı 3 5 3 3 5 Barcodcı4 

4 3 4 ı 4 4 3 ı 2 2 Barcodcl5 

5 3 ı 5 4 4 3 ı ı ı Barcodcl6 

2 4 2 3 2 5 4 2 2 5 Barcodel7 

4 5 2 4 3 5 4 3 ı 3 Barcodeıs 

5 4 3 5 3 2 5 ı 3 4 Barcodc19 

4 5 2 5 5 3 3 4 5 2 Barcode20 

5 3 ı 3 2 4 5 5 ı ı Barcode2ı 

ı 5 4 4 2 3 3 5 3 2 Barcode22 

5 5 5 5 3 5 5 2 ı 4 Barcode23 

5 2 2 3 5 3 4 4 3 5 Barcodc24 

2 2 ı 2 5 4 3 4 2 3 Barcodc25 

5 5 3 3 4 ı ı 2 ı ı Barcode26 

3 2 5 4 3 3 4 ı 1 2 Barcode27 

5 5 4 ı 4 5 ı 5 ı 2 Barcode28 

2 ı 3 3 4 3 4 5 3 4 Barcodc29 

ı 2 5 2 2 4 4 4 4 2 Barcode30 

..-
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Tab le 2. Extracted set of rules for 30 Barcodes 


IF Al=4and A4=2 then it is BARCODEl 

IF Al=3 and A4=3 then it is BARCODE2 

IF Al=land A2=5 then it is BARCODE3 

IFAl==3 and A9=1 then it is BARCODE4 

IF A3=5 then it is BARCODE5 

IF Al==2 and A3=1 then it is BARCODE6 

IF Al==4and A7=4 then it is BARCODE7 

IFAl==3 and A5=2 then it is BARCODE8 

IF Al==4 and A2=2 then it is BARCODE9 

IF Al==5and A2==4 then it is BARCODE10 

IF Al==3 and A9==3 then it is BARCODEll 

IF Al=2 and A4==5 then it is BARCODE12 

IF Al=land A3==1 then it is BARCODE13 

IF Al==5 and A2==5 then it is BARCODE14 

IF Al=2 and A8=5 then it is BARCODE15 

IFA1==4and A2=1 then it is BARCODE16 

IFAl=3 and A6=5 then it is BARCODE17 


IFAl==3 and A5=5 then it is BARCODE18 


IFAl==2 and A2==4 then it is BARCODE19 


IF Al==2 and A7=2 then it is BARCODE20 


IF Al=land A3=3 then it is BARCODE21 


IF Al=l and A5==5 then it is BARCODE22 


IF Al ==2 and A3=3 the n it i s BARCODE23 


IFAl==1 and A6==2 then it i s BARCODE24 


IF Al ==4and A6==3 then it is BARCODE25 


IF Al==4and A3==1 then it is BARCODE26 


IF Al==3 and A4==4 then it is BARCODE27 


IF Al ==4 and A7==4 the n it is BARCODE28 

IF Al==l then it is BARCODE29 


IFA9==4 then it is BARCODE30 


\'1. RESULTS .ı\ND DISCUSSION 


In this paper a ne\v technique to process and recognize 
barcodes is presented. The necessary set of examples 
\vhich contains 30 randamly generated examples \vas 
used. Using RULES-3 inductive learning algorithm 30 

rules '''as extracted. Each rule has one or t\vo 
conditions. The rest of unnecessary information \vas 
elirninated by means of inductive Iearning. The 
technique only the truckness of lines are considered 
""'hile the spaces in bet\veen are ignored. U s ing 
extracted rules 30 Barcodes were correctly recognized. 
This technique is especially suitable to control the staff, 
stock ete. in, for example, a factory. Each barcode \vas 
used for an item. The necessary information about each 
barcode can be stored in a data-base. \Vhen the barcode 
is recognized this infarınation can be reached. For this 
technique no special hard\\'are is required because only 
a reader and a PC \vill do the job. S ince the number of 
condi tion s is usually s mali for extracted nıIes, the 
process ''ill not take long tinıe. If the number of 

examples is too big it means the number of rules \ı.'İll 

too big and in that case this technique may not 

suitable. 
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