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Abstract 

Improvement of digital technology has caused the collected data sizes to increase at an accelerating rate. The 

increase in data size comes with new problems such as imbalanced data. If a dataset is imbalanced, the classes are 

not equally distributed. Therefore, the classification of the data causes performance losses since the classification 

algorithms assume the datasets are balanced. While the classification favors the majority class, the minority class 

is often misclassified. To reduce the imbalanced ratio, various studies have been performed in recent years. In 

general terms, these studies are undersampling, oversampling, or both to balance the imbalanced datasets. In this 

study, an oversampling method is proposed employing distance combined with mean based resampling method to 

produce synthetic samples for the minority class. For the resampling process, the distances between pairs are 

calculated by the Euclidean distance metric between the minority class members. Based on the calculated 

distances, the denser zones are identified in the sense of DBSCAN around every datum. The new synthetic samples 

are formed between the points in the zones and central points by using the Weighted Arithmetic Mean. Thus, in 

this study, the dataset has been approximated 500 (majority) and 535 (from 268 minority data). Moreover, Random 

Forest (RF) and Support Vector Machine (SVM) algorithms are used for the classification of raw and balanced 

datasets. The result showed that the proposed method has the best machine learning performance among all the 

listed methods. 
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Dengesiz Verilerin Yeniden Örnekleme ile Makine Öğrenimi Performansını 

İyileştirilme: DBSCAN ve Ağırlıklı Aritmetik Ortalama 
 

 

Öz 

Dijital teknolojinin gelişmesi, toplanan veri boyutlarının artan bir hızla artmasına neden olmuştur. Veri 

boyutundaki artış, dengesiz veri gibi yeni sorunları da beraberinde getirmektedir. Bir veri kümesi dengesizse, 

sınıflar eşit olarak dağıtılmamıştır. Bu nedenle, sınıflandırma algoritmaları veri kümeleri dengelenmiş varsayımı 

ile tasarlandığından, veriler sınıflandırılırken performans kayıplarına neden olur. Sınıflandırma çoğunluk sınıfını 

desteklerken, azınlık sınıfı genellikle yanlış sınıflandırılır. Veri setlerinin dengesizliklerini azaltmak için son 

yıllarda çeşitli çalışmalar yapılmıştır. Genel anlamda, bu çalışmalar veri kümelerini dengelemek için yetersiz 

örnekleme, aşırı örnekleme veya her ikisi şeklindedir. Bu çalışmada, sentetik numuneler üretmek için ortalama ile 

birleştirilmiş uzaklık tabanlı azınlık sınıfını yeniden örnekleme yönteminin kullanıldığı bir aşırı örnekleme 

yöntemi önerilmiştir. Yeniden örnekleme işlemi için azınlık sınıfındaki çiftler arasındaki uzaklıklar Öklid uzaklık 

metriği ile hesaplanır. Hesaplanan mesafeler göz önünde bulundurularak, yoğun bölgeler DBSCAN yöntemi 

dikkate alınarak her veri noktası etrafında tanımlanır. Yeni sentetik numuneler, Ağırlıklı Aritmetik Ortalama 

kullanılarak bölgenin içinde kalan noktalar ile merkez noktalar arasında oluşturulur. Böylece bu çalışmada veri 

seti 500 (çoğunluk) ve 535 (268 azınlık verisinden) olarak yeniden tanımlanmıştır. Ham ve dengeli veri kümelerini 

Rassal Orman (RF) ve Destek Vektör Makinesi (SVM) algoritmaları ile sınıflandırılmıştır. Sonuçlar önerilen 

yöntemin listelenen tüm yöntemler arasında en iyi makine öğrenimi performansa sahip olduğunu göstermiştir. 
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1. Introduction 

 

Machine Learning (ML) methods are widely used in data research such as the medical diagnosis of 

diseases [1]. More specifically, supervised ML methods are trained by the available medical data for the 

prediction of medical diagnosis, so high-quality data becomes crucial to increase accuracy of the 

diagnosis. One of the important factors is the balance ratio between labeled data. The nature of the 

collected medical data is being imbalanced. The imbalanced data has a worsening effect on the 

performance of predictive ML algorithms on the raw dataset [2, 3]. To increase the accuracy of the 

prediction, the classes need to be balanced [4, 5].  Several methods have been developed to prevent 

performance losses such as Random Over Sampling (ROS) [6], Random Under Sampling (RUS) [7, 8], 

and Synthetic Minority Oversampling Technique (SMOTE) [9, 10].  

Imbalanced data indicates that the majority class is more assertive in classification methods, and the 

minority class is generally ignored [9, 11]. Therefore, increasing misclassified cases reduces the 

accuracy and other performance measurements of the model [12]. Additionally, ROS, RUS, and 

SMOTE have been proposed to improve the balance, so the performance of the classifier algorithm  [13]. 

SMOTE, which produces synthetic data, is one of the well-known sampling methods which increases 

the accuracy rate [9, 14].  

Before synthetic data generation, the pairs in the dataset need to be identified based on the data 

topology. In our study, we use Density-Based Spatial Clustering of Applications with Noise (DBSCAN) 

since it prioritize the denser areas of minority data distribution. DBSCAN is a clustering algorithm which 

finds the central data point(s) and expands the classification around it [15, 16]. Thus, it solely adopts the 

data distribution. DBSCAN is applied in many fields such as anomaly detection, medical imaging, and 

video processing [17-22]. In our study, we consider every data point a central point, so we identify the 

closest neighbors for the rest of the data set with the specified point. More details are given in the 

following sections. 

In this study, a synthetically generated sample by means of the Weighted Arithmetic Mean (WAM) 

approach uses a dataset with an imbalanced distribution of diabetes patients. The study aims to balance 

the raw data to increase accuracy. The balanced dataset is classified by Random Forest (RF) and Support 

Vector Machine (SVM) algorithms, and the results are presented. As performance indicators, Accuracy 

(Acc), Precision (P), Recall (R), F1 score (F1), and Area Under Receiver Operating Characteristic  curve 

(ROC) values are taken into account. 

 

2. Materials and Method 

 

2.1. Dataset Used 

 

In this study, Pima Indians real diabetes dataset is used from KEEL (Knowledge Extraction based on 

Evolutionary Learning) opensource software tool site [23]. The dataset purposes to diagnose whether a 

patient is diabatic based on related diagnostic measurements. In this dataset, a total of 768 patient women 

were subjected, including 500 of whom not having diabetes and 268 of whom having diabetes. 8 

attributes are available, namely Pregnancies, Glucose, Blood pressure (mm Hg), Skin thickness (mm), 

Insulin (mu U/ml), Body mass index (weight in kg/(height in m)^2), Diabetes pedigree function, Age 

(years), and Outcome (Diabetic = 1 and Non-Diabetic = 0). Therefore, the results of the trained ML 

model show whether the patient is diabetic. 

The imbalance ratio between the majority and minority classes is 53%. In this study, the diabetic 

patient population in the minority class is resampled and approximated to the majority class to balance 

the available data. 

 

2.2. Proposed Method 

 

In this study, the Euclidean distance metric is used to identify the distance between pairs. DBSCAN 

algorithm defined the neighbors around the selected datum with a specified range in the minority class. 

In Figure 1, the DBSCAN method is shown for the same data and 2 different points. In Figure 1.a, 

datapoint 1 is paired with 15 other datapoints. In Figure 1.b, datapoint 2 is paired with 14 other 

datapoints. Likewise, pairs are defined for all data points. If the total number of data points does not 
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equal or more than the missing number of data, the zone radius is increased and then the same process 

goes over. The zone is expanded until the required number of data points is obtained. 

 

  
a) Datapoint 1 is shown by the color green. The zone is 

defined by a blue circle. The paired neighbors are colored by 

orange 

b) Datapoint 2 is shown by the color green. The zone is 

defined by a blue circle. The paired neighbors are colored by 

orange 

Figure 1. DBSCAN method pairs the central point with the neighbors in the zone. 

 

 By using Weighted Arithmetic Mean (WAM), among the pairs, synthetic data is generated in an 

amount close to the number of data required to balance. The steps of the developed method are listed as 

follows. 

 

➢ First, the imbalance ratio is calculated by dividing the number of samples into classes. If the 

dataset has considerably imbalanced, further steps are applied. 

 

➢ The Euclidean distances are calculated between minority pairs. If the considered data points 𝑥 

and 𝑦, all attributes are included to calculate the distance 

 
𝑥 = [𝑥1, 𝑥2, … . 𝑥𝑛]𝑇 

𝑦 = [𝑦1, 𝑦2 , … . 𝑦𝑛]𝑇 
(1) 

 

➢ The Euclidean distance metric is shown by formula 2.  

 

𝑑(𝑥, 𝑦) = √∑(𝑥𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

 (2) 

 

➢ For each data point, a zone is determined then the remaining samples within the zone were paired 

with the selected datum. The radius of the zone is extended until the data is balanced by using 

brute force. 

 

➢ We use Weighted Arithmetic Mean (WAM) to generate the synthetic samples between pairs. 

The WAM for vectors is defined as follows: Let 𝛼 be a random number from [0,1]. For the given 

𝑥 and 𝑦 in equation 3, the equation to generate WAM is given in equation 4. 

 
𝑥 = [𝑥1, 𝑥2, … . 𝑥𝑛]𝑇 ∈ 𝑅+

𝑛 

𝑦 = [𝑦1, 𝑦2 , … . 𝑦𝑛]𝑇 ∈ 𝑅+
𝑛 

(3) 

 

𝑥 ∆ 𝑦 = [

𝑥1(1 − 𝛼) + 𝛼𝑦1

𝑥2(1 − 𝛼) + 𝛼𝑦2

⋮
𝑥𝑛(1 − 𝛼) + 𝛼𝑦𝑛 

 ] (4) 

 

➢ Therefore, for generating synthetic samples, we use the following formula, 
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𝑆𝑛𝑒𝑤 = 𝑥 ∆ 𝑦 (5) 

 

➢ Formula 5 is repeated until all of the selected pairs are consumed. 

 

The introduced method is depicted by a flowchart diagram in Figure 5 in the appendix. 

 

2.3. Classifiers: Random Forest and Support Vector Machine 

 

2.3.1. Random Forest 

 

There exist numerous classification techniques such as Decision Trees, K-Nearest Neighbor, Random 

Forest, Support Vector Machine. Relatively, its simplicity, comprehensibility, and high predictive 

efficiency, decision trees are the most preferred method among these. Although decision trees have 

many advantages over the other classifiers, they have some disadvantages, including inconsistency. The 

inconsistencies are eliminated by constructing a random forest made of decision trees. Random Forest 

(RF) algorithm makes predictions based on several classifiers rather than a single classifier to improve 

the performance. In general terms, RF takes a random subset of variables to obtain a split at each node 

of the trees. For classification, the input vector is transferred to each tree in the algorithm, and an overall 

decision is done by each tree casts a vote for one of the classes. The class that has the most votes is 

chosen by the algorithm [24].  

 Throughout our analysis, the training dataset makes up 60% of the data and the test dataset makes 

up 40%. The training dataset is used to train the tree, while the test dataset is used to figure out the 

generalized error rate of the tree. The analysis is based on 1500 runs of RF to extract the statistically 

significant result and to prevent any error is done by the selection. 

 

2.3.2. Support Vector Machine 

 

Vapnik suggested the Support Vector Machine (SVM) algorithm as a modern solution for pattern 

recognition problems [25]. The SVM algorithm maps the data into a high-dimensional feature 

hyperspace in order to find the best separating hyperplane by optimizing the margin between classes. 

The SVM algorithm is known as a supervised machine learning algorithm. In the algorithm, new objects 

can be classified using an SVM classifier by adequate training and testing results. The SVM algorithm 

is a proven method for various classification problems including medical diagnostics and text 

characterization. In our study, we used SVM classifiers based on the SVM algorithm [26]. Mathematical 

representation is shown in equation 6 which indicates the separating hyperplane for the classes from the 

training set. 

 
< 𝑤, 𝑧 > +𝑏 = 0 (6) 

 

where 𝑤 is a vector-perpendicular to the separating hyperplane, and 𝑏 is the shortest distance between 

the origin and the hyperplane. Also < 𝑤, 𝑧 > is the dot product of 𝑤 and 𝑧. The objects that are nearest 

to the separating hyperplane are precisely on the margins [26]. 

 

2.4. Model Performance Measurements 

 

For binary classification, a confusion matrix is shown in Table 1 to evaluate the performance of machine 

learning methods. The columns present predictions and the rows present the actual values. In the 

confusion matrix, TP, FP, TN, FN represents True Positive, False Positive, True Negative, and False 

Negative respectively. 
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Table 1. Confusion matrix for binary classification 

 Predicted class Positive 

(Diabetic = 1) 

Predicted class Negative 

(Non- Diabetic = 0) 

Actual class Positive 

(Diabetic = 1) 

True Positive (TP) False Negative (FN) 

Actual class Negative 

(Non-Diabetic = 0) 

False Positive (FP) True Negative (TN) 

 

Based on the confusion matrix, a variety of evaluation metrics are created. In the present study, 

widely accepted measurements such as Accuracy, Recall, Precision, F1 score, and Area Under Receiver 

Operating Characteristic curve were utilized as the performance indicators [27]. 

 Accuracy is defined by the ratio of samples correctly classified to the number of all samples. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (7) 

 

 The recall is the ratio of samples correctly classified as positive to the total number of positive 

samples. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (8) 

 

 Precision is the ratio of samples correctly classified as positive by the total number of samples 

classified as positive. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (9) 

 

 F1 score is the harmonic mean of Precision and Recall scores.  

 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (10) 

 

3. Results and Discussions 

 

The Pima Indians Diabetes dataset is used throughout the study. In the study, the performance increase 

is aimed by means of DBSCAN with the Weighted Arithmetic Mean (WAM) resampling method. The 

total number of patients in the dataset is 768. 500 of them are non-Diabetic (majority class, 0) and 268 

of them are Diabetic (minority class, 1). The minority class is resampled synthetically in order to 

minimize the imbalance rate and provide a balanced dataset. To obtain perfect balance minority class 

needs to resample 232 times. 

Based on the DBSCAN method, the paired neighbor zone is identified by brute force. In Figure 2, 

the zone for DBSCAN is expanded, and for the specified zone, a total number of paired neighbors are 

given. The sufficient number of neighbors which 267 are obtained for radius 17.  267 synthetic samples 

were generated from minority class samples by WAM, yielding a total number of 535 samples for the 

minority class.  
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Figure 2. The zone is expanded until 20-unit length radius. For radius 17, 267 pairs which are sufficient to 

balance the dataset are identified. 

 

The PIMA dataset is presented by Age and Glucose attributes in 2-dimensional graph to illustrate 

the imbalanced and balanced dataset classes distributions. The original data and balanced data are 

represented in Figure 3and 4, respectively. 

 

 
Figure 3. (Color online) The raw dataset is 500 majority and 268 minority classes. 

 

 
Figure 4. (Color online) Resampled data with the original data. Additional to the original data, 267 synthetic 

data are generated by DBSCAN. 

 

In this study, we used Random Forest (RF) and Support Vector Machine (SVM) as the classifiers. 

The data is divided into sections randomly as 60% for training and 40% for testing. The classifications 

are repeated 1500 times for the same datasets with different training and test sets to prevent any selection 

bias. 
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We have used Accuracy, Recall, Precision, F1 score, and Area Under Receiver Operating 

Characteristic curve (ROC) to measure the performance of ML. Figure .a shows the cumulative 

accuracy of the predictions which are done by ML. The results show that RF has a slight performance 

improvement, but SVM is significantly benefited from synthetically generated data. In Figure .b and c, 

cumulative F1 scores are shown for minority class, 1, and majority class, 0. While synthetic data improve 

the F1 score of the minority class, the majority class is negatively affected. The measurements show a 

similar result for Recall and ROC (See Figure .f, g, h, and i), but Precision. The cumulative precision 

score for the majority class shows an atypical behavior in Figure .d. While SVM has improved Precision 

score, RF has affected otherwise. In the study, both classification algorithms show a similar trend with 

various amounts. This is not the case for the Precision score of the majority class as in Figure .e. Lastly, 

the measurement results are averaged and summarized in Table 2 and Table 3. 

 

 
a) Cumulative accuracy scoring shows balanced dataset has better performance. 

 
 

b) 0 which is initially the majority class has a 

relatively lower cumulative F1 score after the dataset is 

balanced. 

c) 1 which is initially the minority class has a 

relatively higher cumulative F1 score after the dataset is 

balanced. 

  
d) 0 which is initially majority class has a relatively 

lower cumulative Precision after the dataset is balanced for 

SVM classification. However, there is an increment of the 

Precision score for RF classification 

 

e) 1 which is initially a minority class has a higher 

cumulative  Precision score after the dataset is balanced. 
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f) 0 which is initially majority class has a lower 

cumulative Recall score after the dataset is balanced. 

g) 1 which is initially minority class has a higher 

cumulative Recall score after the dataset is balanced. 

 

  
h) 0 which is initially the majority class has a lower 

cumulative ROC. After the dataset is balanced, there is 

performance improvement. 

i) 1 which is initially the minority class has a lower 

cumulative ROC. After the dataset is balanced, there is 

performance improvement. 

Figure 5. Cumulative performance measurements of ML classifications for 1500 repeats 

 

The average of the measurements provides a conclusive result as shown in Table 2 and Table 3 for 

RF and SVM respectively. 

In Table 2, the original dataset and the synthetically generated datasets (by RUS, ROS, and SMOTE) 

are trained and tested by RF and SVM. The synthetically generated data provide an improvement on 

performance scores. The accuracy score of original data increased from 0.751 to 0.737, 0.757, and 0.785 

for Raw, RUS, ROS, and SMOTE respectively. However, our proposed, DBSCAN combined with 

WAM, the method has the best performance, 0.798 in the listed methods. Similarly, our method has the 

best score for other quality measurements. For example, for minority class, the Precision score is 

increased from 0.685 to 0.799, the Recall score is increased from 0.539 to 0.815, the F1 score is 

increased from 0.599 to 0.806, and ROC is increased from 0.809 to 0.876. Additionally, there is an 

improvement in the Precision (from 0.778 to 0.799) and ROC (from 0.818 to 0.882) value of the majority 

class (0) 

 
Table 2. Performance values of Pima dataset classification results with Random Forest 

Dataset Class Accuracy Precision Recall F1 Score ROC 

Raw 
0 

0.751 
0.778 0.865 0.819 0.818 

1 0.685 0.539 0.599 0.809 

RUS 
0 

0.737 
0.733 0.749 0.738 0.817 

1 0.746 0.726 0.733 0.818 

ROS 
0 

0.757 
0.891 0.733 0.827 0.817 

1 0.505 0.710 0.588 0.817 

SMOTE 
0 

0.785 
0.789 0.784 0.784 0.863 

1 0.784 0.786 0.786 0.863 

DBSCAN WAM 
0 

0.798 
0.799 0.781 0.789 0.882 

1 0.799 0.815 0.806 0.876 
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Likewise, all datasets are trained and tested under the same condition by SVM. The summarized 

results are given in Table 3. Synthetically generated datasets by RUS and ROS shows lower performance 

than Raw data. The accuracy score is from 0.762 to 0.738 and 0.737 for RUS and ROS respectively. 

The SMOTE algorithm provides slide improvement of Accuracy. The proposed algorithm has the best 

Accuracy performance of all by 0.781. Similarly, the other quality factors for minority class are the best 

between the listed synthetic data generation methods such as 0.778, 0.809, 0.792, and 0.862 for 

Precision, Recall, F1 Score, and ROC respectively. Additionally, ROC performance for the majority 

class is the best (0.862) by the proposed method. 

To sum up, the classification results are summarized in Table 2 and Table 3, the minority group of 

the resampled dataset generally produced the best performance results against the raw data in all metrics. 

Additionally, the comparison of classification algorithms shows that the Random Forest is more 

successful than the Support Vector Machine result for synthetically generated datasets from the 

considered dataset. 

 
Table 3. Performance Values of Pima Dataset Classification Results with SVM Algorithm. 

Dataset Class Accuracy Precision Recall F1 Score ROC 

Raw 
0 

0.762 
0.791 0.864 0.825 0.827 

1 0.697 0.573 0.625 0.827 

RUS 
0 

0.738 
0.741 0.736 0.737 0.830 

1 0.738 0.741 0.738 0.830 

ROS 
0 

0.737 
0.895 0.738 0.808 0.822 

1 0.481 0.736 0.579 0.822 

SMOTE 
0 

0.764 
0.776 0.745 0.759 0.850 

1 0.755 0.784 0.768 0.850 

DBSCAN WAM 
0 

0.781 
0.787 0.753 0.769 0.862 

1 0.778 0.809 0.792 0.862 

 

4. Conclusions 

 

Improvement of digital technology causes increasing data collection. In the collected data, the 

imbalanced dataset is an emerging problem. A high imbalance ratio between the data classes reduces 

the Machine Learning (ML) performance considerably. To remedy ML performance, a synthetic sample 

generating method is introduced in this study. The Euclidean distance metric is used to calculate the 

distance between minority class. The DBSCAN methodology is used to identify the dense zones around 

every point. The zones are expanded until a sufficient number of pairs are obtained. Therefore, between 

the points in the zone and the central points, synthetic data is generated by Weighted Arithmetic Mean 

(WAM). The imbalanced and balanced datasets are classified using the Random Forest (RF) and Support 

Vector Machine (SVM). When the quality metrics of ML for raw and resampled datasets were 

compared, the resampled dataset with proposed methods are showed better performance measurement. 

Additionally, the performance measurements show the proposed method has the best of the listed 

methods such as ROS, RUS, and SMOTE. The best accuracy performance is 0.798 and  ROC 

performances are 0.882 (for majority class, 0) and 0.876 (for minority class, 1), and the best minority 

class scores for Precision, Recall, and F1 Score are respectively, 0.799, 0.815, and 0.806 are obtained 

by the proposed resampling method. 

To sum up, the result of the experimental study, the dataset balanced using the proposed method 

based on DBSCAN combined with WAM is more successful than the raw dataset and the other listed 

methods. 
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Appendix 

 

The algorithm flowchart of the proposed resampling method is shown in Figure 5. 

 

 

Figure 5. Algorithm flowchart of resampling method by DBSCAN combined with Weighted Arithmetic 

Mean  


